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On Roots of Polynomials over F [X ]/〈p〉

Christoph Schwarzweller
Institute of Informatics
University of Gdańsk

Poland

Summary. This is the first part of a four-article series containing a Mizar
[3], [1], [2] formalization of Kronecker’s construction about roots of polynomials in
field extensions, i.e. that for every field F and every polynomial p ∈ F [X]\F there
exists a field extension E of F such that p has a root over E. The formalization
follows Kronecker’s classical proof using F [X]/<p> as the desired field extension
E [9], [4], [6].

In this first part we show that an irreducible polynomial p ∈ F [X]\F has
a root over F [X]/<p>. Note, however, that this statement cannot be true in
a rigid formal sense: We do not have F ⊆ F [X]/< p> as sets, so F is not
a subfield of F [X]/<p>, and hence formally p is not even a polynomial over
F [X]/<p>. Consequently, we translate p along the canonical monomorphism
φ : F −→ F [X]/<p> and show that the translated polynomial φ(p) has a root
over F [X]/<p>.

Because F is not a subfield of F [X]/<p> we construct in the second part the
field (E \φF )∪F for a given monomorphism φ : F −→ E and show that this field
both is isomorphic to F and includes F as a subfield. In the literature this part of
the proof usually consists of saying that “one can identify F with its image φF in
F [X]/<p> and therefore consider F as a subfield of F [X]/<p>”. Interestingly, to
do so we need to assume that F ∩E = ∅, in particular Kronecker’s construction
can be formalized for fields F with F ∩ F [X] = ∅.

Surprisingly, as we show in the third part, this condition is not automatically
true for arbitray fields F : With the exception of Z2 we construct for every field F
an isomorphic copy F ′ of F with F ′ ∩ F ′[X] 6= ∅. We also prove that for Mizar’s
representations of Zn, Q and R we have Zn ∩ Zn[X] = ∅, Q ∩ Q[X] = ∅ and
R ∩ R[X] = ∅, respectively.

In the fourth part we finally define field extensions: E is a field extension
of F iff F is a subfield of E. Note, that in this case we have F ⊆ E as sets,
and thus a polynomial p over F is also a polynomial over E. We then apply the
construction of the second part to F [X]/<p> with the canonical monomorphism
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φ : F −→ F [X]/<p>. Together with the first part this gives - for fields F with
F ∩ F [X] = ∅ - a field extension E of F in which p ∈ F [X]\F has a root.
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1. Preliminaries

From now on n denotes a natural number.
Let L be a non empty zero structure and p be a polynomial over L. We

introduce the notation LM(p) as a synonym of Leading-Monomial p.
Now we state the proposition:

(1) Let us consider a non empty zero structure L, and a polynomial p over
L. Then deg p is an element of N if and only if p 6= 0.L.

Let R be a non degenerated ring and p be a non zero polynomial over R.
Note that the functor deg p yields an element of N. Let R be an add-associative,
right zeroed, right complementable, right distributive, non empty double loop
structure and f be an additive function from R into R. One can check that
f(0R) reduces to 0R.

Now we state the proposition:

(2) Let us consider a ring R, an ideal I of R, an element x of R/I , and
an element a of R. Suppose x = [a]EqRel(R,I). Let us consider a natural
number n. Then xn = [an]EqRel(R,I).

Proof: Define P[natural number] ≡ x$1 = [a$1 ]EqRel(R,I). For every natu-
ral number i, P[i]. �

Let R be a ring and a, b be elements of R. We say that b is an irreducible
factor of a if and only if

(Def. 1) b | a and b is irreducible.

Observe that there exists an integral domain which is non almost left inver-
tible and factorial.

Now we state the proposition:

(3) Let us consider a non almost left invertible, factorial integral domain R,
and a non zero non-unit a of R. Then there exists an element b of R such
that b is an irreducible factor of a.

http://zbmath.org/classification/?q=cc:12E05
http://zbmath.org/classification/?q=cc:12F05
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2. The Polynomials a · xn

Let R be a ring, a be an element of R, and n be a natural number. We
introduce the notation anpoly(a, n) as a synonym of seq(n, a).

Let R be a non degenerated ring and a be a non zero element of R. One can
check that anpoly(a, n) is non zero.

Let R be a ring and a be a zero element of R. Observe that anpoly(a, n) is
zero.

Now we state the propositions:

(4) Let us consider a non degenerated ring R, and a non zero element a of
R. Then deg anpoly(a, n) = n.

(5) Let us consider a non degenerated ring R, and an element a of R. Then
LC anpoly(a, n) = a.

(6) Let us consider a non degenerated ring R, a non zero natural number n,
and elements a, x of R. Then eval(anpoly(a, n), x) = a · (xn).

(7) Let us consider a non degenerated ring R, and an element a of R. Then
anpoly(a, 0) = a�R.

(8) Let us consider a non degenerated ring R, and a non zero element n of
N. Then anpoly(1R, n) = rpoly(n, 0R).

(9) Let us consider a non degenerated commutative ring R, and non zero
elements a, b of R. Then b · (anpoly(a, n)) = anpoly(a · b, n).

(10) Let us consider a non degenerated commutative ring R, non zero ele-
ments a, b ofR, and natural numbers n,m. Then anpoly(a, n)∗anpoly(b,m)
= anpoly(a · b, n+m). The theorem is a consequence of (9).

(11) Let us consider a non degenerated ring R, and a non zero polynomial p
over R. Then LM(p) = anpoly(p(deg p),deg p).

(12) Let us consider a non degenerated commutative ringR. Then 〈0R, 1R〉n =
anpoly(1R, n).
Proof: Define P[natural number] ≡ 〈0R, 1R〉$1 = anpoly(1R, $1). P[0] by
[8, (15)]. For every natural number k, P[k]. �

3. More on Homomorphisms

Now we state the propositions:

(13) Let us consider a ring R, an R-homomorphic ring S, a homomorphism
h from R to S, an element a of R, and a natural number n. Then h(an) =
h(a)n.
Proof: Define P[natural number] ≡ h(a$1) = h(a)$1 . P[0] by [10, (8)].
For every natural number n, P[n]. �
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(14) Let us consider a ring R, an R-homomorphic ring S, and a homomor-
phism h from R to S. Then h(

∑
εα) = 0S , where α is the carrier of R.

Let us consider a ring R, an R-homomorphic ring S, a homomorphism h

from R to S, a finite sequence F of elements of R, and an element a of R. Now
we state the propositions:

(15) h(
∑

(〈a〉 a F )) = h(a) + h(
∑
F ).

(16) h(
∑

(F a 〈a〉)) = h(
∑
F ) + h(a).

(17) Let us consider a ring R, an R-homomorphic ring S, a homomorphism
h from R to S, and finite sequences F , G of elements of R. Then h(

∑
(F a

G)) = h(
∑
F ) + h(

∑
G).

(18) Let us consider a ring R, an R-homomorphic ring S, and a homomor-
phism h from R to S. Then h(

∏
εα) = 1S , where α is the carrier of R.

Let us consider a ring R, an R-homomorphic ring S, a homomorphism h

from R to S, a finite sequence F of elements of R, and an element a of R. Now
we state the propositions:

(19) h(
∏

(〈a〉 a F )) = h(a) · h(
∏
F ).

(20) h(
∏

(F a 〈a〉)) = h(
∏
F ) · h(a).

(21) Let us consider a ring R, an R-homomorphic ring S, a homomorphism
h from R to S, and finite sequences F , G of elements of R. Then h(

∏
(F a

G)) = h(
∏
F ) · h(

∏
G).

4. Lifting Homomorphisms from R to R[X]

Let R, S be rings, f be a function from PolyRing(R) into PolyRing(S), and
p be an element of the carrier of PolyRing(R). Observe that the functor f(p)
yields an element of the carrier of PolyRing(S). Let R be a ring, S be an R-
homomorphic ring, and h be an additive function from R into S. The functor
PolyHom(h) yielding a function from PolyRing(R) into PolyRing(S) is defined
by

(Def. 2) for every element f of the carrier of PolyRing(R) and for every natural
number i, (it(f))(i) = h(f(i)).

Let h be a homomorphism from R to S. Observe that PolyHom(h) is addi-
tive, multiplicative, and unity-preserving.

Let us consider a ring R, an R-homomorphic ring S, and a homomorphism
h from R to S. Now we state the propositions:

(22) (PolyHom(h))(0.R) = 0.S.

(23) (PolyHom(h))(1.R) = 1.S.
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Let us consider a ring R, an R-homomorphic ring S, a homomorphism h

from R to S, and elements p, q of the carrier of PolyRing(R). Now we state the
propositions:

(24) (PolyHom(h))(p+ q) = (PolyHom(h))(p) + (PolyHom(h))(q).

(25) (PolyHom(h))(p · q) = (PolyHom(h))(p) · (PolyHom(h))(q).

(26) Let us consider a ring R, an R-homomorphic ring S, a homomorphism h

from R to S, an element p of the carrier of PolyRing(R), and an element
b of R. Then (PolyHom(h))(b · p) = h(b) · (PolyHom(h))(p).

(27) Let us consider a ring R, an R-homomorphic ring S, a homomorphism h

from R to S, an element p of the carrier of PolyRing(R), and an element
a of R. Then h(eval(p, a)) = eval((PolyHom(h))(p), h(a)).
Proof: Define P[natural number] ≡ for every element p of the carrier
of PolyRing(R) for every element a of R such that len p = $1 holds
h(eval(p, a)) = eval((PolyHom(h))(p), h(a)). P[0] by [7, (5), (17)], [5, (6)],
(22). For every natural number k, P[k]. �

(28) Let us consider an integral domain R, an R-homomorphic integral do-
main S, a homomorphism h from R to S, an element p of the carrier
of PolyRing(R), and elements b, x of R. Then h(eval(b · p, x)) = h(b) ·
(eval((PolyHom(h))(p), h(x))). The theorem is a consequence of (27) and
(26).

LetR be a ring. One can check that there exists a ring which isR-homomorphic
and R-monomorphic and there exists a ring which is R-homomorphic and R-
isomorphic and every ring which is R-monomorphic is also R-homomorphic.

Let S be an R-homomorphic, R-monomorphic ring and h be a monomor-
phism of R and S. Note that PolyHom(h) is monomorphic.

Let S be an R-isomorphic, R-homomorphic ring and h be an isomorphism
between R and S. Let us note that PolyHom(h) is isomorphism.

Now we state the propositions:

(29) Let us consider a ring R, an R-homomorphic ring S, a homomorphism
h from R to S, and an element p of the carrier of PolyRing(R). Then
deg(PolyHom(h))(p) ¬ deg p.

(30) Let us consider a non degenerated ring R, an R-homomorphic ring S,
a homomorphism h from R to S, and a non zero element p of the carrier of
PolyRing(R). Then deg(PolyHom(h))(p) = deg p if and only if h(LC p) 6=
0S .

Let us consider a ring R, an R-monomorphic, R-homomorphic ring S, a mo-
nomorphism h of R and S, and an element p of the carrier of PolyRing(R). Now
we state the propositions:

(31) deg(PolyHom(h))(p) = deg p.
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(32) LM((PolyHom(h))(p)) = (PolyHom(h))(LM(p)). The theorem is a con-
sequence of (31).

(33) Let us consider a ring R, an R-homomorphic ring S, a homomorphism h

from R to S, an element p of the carrier of PolyRing(R), and an element
a of R. If a is a root of p, then h(a) is a root of (PolyHom(h))(p). The
theorem is a consequence of (27).

(34) Let us consider a ring R, an R-monomorphic, R-homomorphic ring S,
a monomorphism h of R and S, an element p of the carrier of PolyRing(R),
and an element a of R. Then a is a root of p if and only if h(a) is a root
of (PolyHom(h))(p). The theorem is a consequence of (27) and (33).

(35) Let us consider a ring R, an R-isomorphic, R-homomorphic ring S,
an isomorphism h between R and S, an element p of the carrier of PolyRing
(R), and an element b of S. Then b is a root of (PolyHom(h))(p) if and only
if there exists an element a of R such that a is a root of p and h(a) = b.
The theorem is a consequence of (27).

(36) Let us consider a ring R, an R-homomorphic ring S, a homomorphism
h from R to S, and an element p of the carrier of PolyRing(R). Then
Roots(p) ⊆ {a, where a is an element of R : h(a) ∈ Roots((PolyHom(h))
(p))}. The theorem is a consequence of (33).

(37) Let us consider a ring R, an R-monomorphic, R-homomorphic ring
S, a monomorphism h of R and S, and an element p of the carrier of
PolyRing(R). Then Roots(p) = {a, where a is an element of R : h(a) ∈
Roots((PolyHom(h))(p))}. The theorem is a consequence of (36) and (34).

(38) Let us consider a ring R, an R-isomorphic, R-homomorphic ring S,
an isomorphism h between R and S, and an element p of the carrier of
PolyRing(R). Then Roots((PolyHom(h))(p)) = {h(a), where a is
an element of R : a ∈ Roots(p)}. The theorem is a consequence of (35).

5. Kronecker’s Construction

In the sequel F denotes a field, p denotes an irreducible element of the carrier
of PolyRing(F ), f denotes an element of the carrier of PolyRing(F ), and a

denotes an element of F .
Let us consider F and p. The functor KroneckerField(F, p) yielding a field

is defined by the term

(Def. 3) PolyRing(F )/{p}–ideal.

The functor embedding(p) yielding a function from F into KroneckerField
(F, p) is defined by the term
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(Def. 4) (the canonical homomorphism of {p}–ideal into quotient field) · (the
canonical homomorphism of F into quotient field).

Let us observe that embedding(p) is additive, multiplicative, and unity-
preserving and embedding(p) is monomorphic and KroneckerField(F, p) is F -
homomorphic and F -monomorphic.

Let us consider f . The functor fp yielding an element of the carrier of
PolyRing(KroneckerField(F, p)) is defined by the term

(Def. 5) (PolyHom(embedding(p)))(f).

The functor KrRoot(p) yielding an element of KroneckerField(F, p) is defined
by the term

(Def. 6) [〈0F , 1F 〉]EqRel(PolyRing(F ),{p}–ideal).
Now we state the propositions:

(39) (embedding(p))(a) = [a�F ]EqRel(PolyRing(F ),{p}–ideal).

(40) (fp)(n) = [f(n)�F ]EqRel(PolyRing(F ),{p}–ideal). The theorem is a consequ-
ence of (39).

(41) eval(fp,KrRoot(p)) = [f ]EqRel(PolyRing(F ),{p}–ideal).
Proof: Set z = KrRoot(p). Define P[natural number] ≡ for every f such
that len f = $1 holds eval(fp, z) = [f ]EqRel(PolyRing(F ),{p}–ideal). For every
natural number k, P[k]. �

(42) KrRoot(p) is a root of pp. The theorem is a consequence of (41).

(43) If f is not constant, then there exists an irreducible element p of the car-
rier of PolyRing(F ) such that fp has roots. The theorem is a consequence
of (3) and (42).

(44) If embedding(p) is isomorphism, then p has roots. The theorem is a con-
sequence of (38) and (42).

(45) If p has no roots, then embedding(p) is not isomorphism.
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Isomorphisms from the Space of Multilinear
Operators

Kazuhisa Nakasho
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Yamaguchi, Japan

Summary. In this article, using the Mizar system [5], [2], the isomorphisms
from the space of multilinear operators are discussed. In the first chapter, two
isomorphisms are formalized. The former isomorphism shows the correspondence
between the space of multilinear operators and the space of bilinear operators.

The latter shows the correspondence between the space of multilinear ope-
rators and the space of the composition of linear operators. In the last chapter,
the above isomorphisms are extended to isometric mappings between the normed
spaces. We referred to [6], [11], [9], [3], [10] in this formalization.
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1. Plain Isomorphisms
from the Space of Multilinear Operators

From now on X, Y, Z, E, F , G, S, T denote real linear spaces.
Let G be a real linear space sequence. Note that

∏
G is constituted finite

sequences. Now we state the propositions:

(1) Let us consider an element s of
∏
〈E,F 〉, an element i of dom〈E,F 〉, and

an object x1. Then len(s+· (i, x1)) = 2.

(2) Let us consider a real linear space sequence G, an element i of domG,
an element x of

∏
G, and an element r of G(i). Then (reproj(i, x))(r) =

x+· (i, r).
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Let X, Y be real linear spaces. The functor IsoCPRLSP(X,Y ) yielding a li-
near operator from X × Y into

∏
〈X,Y 〉 is defined by

(Def. 1) for every point x of X and for every point y of Y, it(x, y) = 〈x, y〉.
Now we state the proposition:

(3) Let us consider real linear spaces X, Y. Then 0∏〈X,Y 〉 = (IsoCPRLSP(X,
Y ))(0X×Y ).

Let X, Y be real linear spaces. One can check that IsoCPRLSP(X,Y ) is
bijective and there exists a linear operator from X × Y into

∏
〈X,Y 〉 which is

bijective. Now we state the proposition:

(4) Let us consider a linear operator I from S into T . Suppose I is bijective.
Then there exists a linear operator J from T into S such that

(i) J = I−1, and

(ii) J is bijective.

Proof: Reconsider J = I−1 as a function from T into S. For every points
v, w of T , J(v + w) = J(v) + J(w). For every point v of T and for every
real number r, J(r · v) = r · J(v). �

Let X, Y be real linear spaces and f be a bijective linear operator from X×
Y into

∏
〈X,Y 〉. One can verify that the functor f−1 yields a linear operator

from
∏
〈X,Y 〉 into X×Y. One can check that f−1 is bijective as a linear operator

from
∏
〈X,Y 〉 into X × Y and there exists a linear operator from

∏
〈X,Y 〉 into

X × Y which is bijective. Now we state the propositions:

(5) Let us consider real linear spaces X, Y, a point x of X, and a point y of
Y. Then ((IsoCPRLSP(X,Y ))−1)(〈x, y〉) = 〈〈x, y〉〉.

(6) Let us consider real linear spaces X, Y. Then ((IsoCPRLSP(X,Y ))−1)
(0∏〈X,Y 〉) = 0X×Y . The theorem is a consequence of (3).

(7) Let us consider a multilinear operator u from 〈E,F 〉 into G. Then u ·
(IsoCPRLSP(E,F )) is a bilinear operator from E × F into G.
Proof: Reconsider L = u · (IsoCPRLSP(E,F )) as a function from E×F
into G. For every points x1, x2 of E and for every point y of F , L(x1 +
x2, y) = L(x1, y)+L(x2, y). For every point x of E and for every point y of
F and for every real number a, L(a ·x, y) = a ·L(x, y). For every point x of
E and for every points y1, y2 of F , L(x, y1+ y2) = L(x, y1) +L(x, y2). For
every point x of E and for every point y of F and for every real number
a, L(x, a · y) = a · L(x, y) by [1, (31)]. �

(8) Let us consider a bilinear operator u from E × F into G. Then u ·
((IsoCPRLSP(E,F ))−1) is a multilinear operator from 〈E,F 〉 into G.
Proof: Reconsider M = u · ((IsoCPRLSP(E,F ))−1) as a function from∏
〈E,F 〉 into G. For every element i of dom〈E,F 〉 and for every element
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s of
∏
〈E,F 〉, M · (reproj(i, s)) is a linear operator from 〈E,F 〉(i) into G.

�

(9) There exists a linear operator I from VectorSpaceOfBilinOpersR(X,Y, Z)
into VectorSpaceOfMultOpersR(〈X,Y 〉, Z) such that

(i) I is bijective, and

(ii) for every point u of VectorSpaceOfBilinOpersR(X,Y, Z), I(u) = u ·
((IsoCPRLSP(X,Y ))−1).

Proof: Set F1 = the carrier of VectorSpaceOfBilinOpersR(X,Y, Z). Set
F2 = the carrier of VectorSpaceOfMultOpersR(〈X,Y 〉, Z).
Define P[function, function] ≡ $2 = $1·((IsoCPRLSP(X,Y ))−1). For every
element x of F1, there exists an element y of F2 such that P[x, y]. Consider
I being a function from F1 into F2 such that for every element x of F1,
P[x, I(x)]. For every objects x1, x2 such that x1, x2 ∈ F1 and I(x1) =
I(x2) holds x1 = x2. For every object y such that y ∈ F2 there exists
an object x such that x ∈ F1 and y = I(x). For every points x, y of
VectorSpaceOfBilinOpersR(X,Y, Z), I(x + y) = I(x) + I(y). For every
point x of VectorSpaceOfBilinOpersR(X,Y, Z) and for every real number
a, I(a · x) = a · I(x). �

(10) There exists a linear operator I from VectorSpaceOfLinearOpersR(X,
VectorSpaceOfLinearOpersR(Y, Z)) into VectorSpaceOfMultOpersR(〈X,Y 〉,
Z) such that

(i) I is bijective, and

(ii) for every point u of VectorSpaceOfLinearOpersR(X,VectorSpaceOf-
LinearOpersR(Y,Z)) and for every point x of X and for every point
y of Y, I(u)(〈x, y〉) = u(x)(y).

The theorem is a consequence of (9) and (5).

2. Extensions to Isometric Isomorphism
from the Normed Space of Multilinear Operators

In the sequel X, Y, Z, E, F , G denote real normed spaces and S, T denote
real norm space sequences. Now we state the propositions:

(11) Let us consider a point s of
∏
〈E,F 〉, an element i of dom〈E,F 〉, and

an object x1. Then len(s+· (i, x1)) = 2.

(12) Let us consider a Lipschitzian multilinear operator u from 〈E,F 〉 into
G. Then u · (IsoCPNrSP(E,F )) is a Lipschitzian bilinear operator from E

× F into G.
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Proof: Reconsider L = u · (IsoCPNrSP(E,F )) as a function from E × F
into G. For every points x1, x2 of E and for every point y of F , L(x1 +
x2, y) = L(x1, y)+L(x2, y). For every point x of E and for every point y of
F and for every real number a, L(a ·x, y) = a ·L(x, y). For every point x of
E and for every points y1, y2 of F , L(x, y1+ y2) = L(x, y1) +L(x, y2). For
every point x of E and for every point y of F and for every real number a,
L(x, a ·y) = a ·L(x, y). There exists a real number K such that 0 ¬ K and
for every vector x of E and for every vector y of F , ‖L(x, y)‖ ¬ K ·‖x‖·‖y‖.
�

(13) Let us consider a Lipschitzian bilinear operator u from E × F into G.
Then u · ((IsoCPNrSP(E,F ))−1) is a Lipschitzian multilinear operator
from 〈E,F 〉 into G.
Proof: Reconsider M = u · ((IsoCPNrSP(E,F ))−1) as a function from∏
〈E,F 〉 into G. For every element i of dom〈E,F 〉 and for every element

s of
∏
〈E,F 〉, M · (reproj(i, s)) is a linear operator from 〈E,F 〉(i) into G.

There exists a real number K such that 0 ¬ K and for every point s of∏
〈E,F 〉, ‖M(s)‖ ¬ K · (NrProduct s). �

(14) There exists a linear operator I from NormSpaceOfBoundedBilinOpersR
(X,Y, Z) into NormSpaceOfBoundedMultOpersR(〈X,Y 〉, Z) such that

(i) I is bijective and isometric, and

(ii) for every point u of NormSpaceOfBoundedBilinOpersR(X,Y, Z), I(u)

= u · ((IsoCPNrSP(X,Y ))−1).

Proof: Set F1 = the carrier of NormSpaceOfBoundedBilinOpersR(X,Y,
Z). Set F2 = the carrier of NormSpaceOfBoundedMultOpersR(〈X,Y 〉, Z).
Define P[function, function] ≡ $2 = $1 ·((IsoCPNrSP(X,Y ))−1). For every
element x of F1, there exists an element y of F2 such that P[x, y]. Consider
I being a function from F1 into F2 such that for every element x of F1,
P[x, I(x)]. For every objects x1, x2 such that x1, x2 ∈ F1 and I(x1) =
I(x2) holds x1 = x2. For every object y such that y ∈ F2 there exists
an object x such that x ∈ F1 and y = I(x). For every points x, y of
NormSpaceOfBoundedBilinOpersR(X,Y, Z), I(x + y) = I(x) + I(y). For
every point x of NormSpaceOfBoundedBilinOpersR(X,Y, Z) and for every
real number a, I(a · x) = a · I(x) by [8, (19)], [4, (18)], [7, (20)]. For every
element u of NormSpaceOfBoundedBilinOpersR(X,Y, Z), ‖I(u)‖ = ‖u‖.
�

(15) There exists a linear operator I from the real norm space of bounded
linear operators from X into the real norm space of bounded linear ope-
rators from Y into Z into NormSpaceOfBoundedMultOpersR(〈X,Y 〉, Z)
such that
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(i) I is bijective and isometric, and

(ii) for every point u of the real norm space of bounded linear operators
from X into the real norm space of bounded linear operators from Y

into Z, ‖u‖ = ‖I(u)‖ and for every point x of X and for every point
y of Y, I(u)(〈x, y〉) = u(x)(y).

Proof: Consider I being a linear operator from the real norm space of bo-
unded linear operators from X into the real norm space of bounded linear
operators from Y into Z into NormSpaceOfBoundedBilinOpersR(X,Y, Z)
such that I is bijective and for every point u of the real norm space of
bounded linear operators from X into the real norm space of bounded
linear operators from Y into Z, ‖u‖ = ‖I(u)‖ and for every point x of
X and for every point y of Y, I(u)(x, y) = u(x)(y). Consider J being
a linear operator from NormSpaceOfBoundedBilinOpersR(X,Y, Z) into
NormSpaceOfBoundedMultOpersR(〈X,Y 〉, Z) such that J is bijective and
isometric and for every point u of NormSpaceOfBoundedBilinOpersR(X,Y,
Z), J(u) = u · ((IsoCPNrSP(X,Y ))−1).

Reconsider K = J · I as a linear operator from the real norm space of
bounded linear operators from X into the real norm space of bounded li-
near operators from Y into Z into NormSpaceOfBoundedMultOpersR(〈X,
Y 〉, Z). For every element x of the real norm space of bounded linear ope-
rators from X into the real norm space of bounded linear operators from
Y into Z, ‖K(x)‖ = ‖x‖. �

(16) Let us consider real norm space sequences X, Y, and a real normed space
Z. Then there exists a linear operator I from the real norm space of boun-
ded linear operators from

∏
X into the real norm space of bounded linear

operators from
∏
Y into Z into NormSpaceOfBoundedMultOpersR(〈

∏
X,∏

Y 〉, Z) such that

(i) I is bijective and isometric, and

(ii) for every point u of the real norm space of bounded linear operators
from

∏
X into the real norm space of bounded linear operators from∏

Y into Z, ‖u‖ = ‖I(u)‖ and for every point x of
∏
X and for every

point y of
∏
Y, I(u)(〈x, y〉) = u(x)(y).
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Summary. In this article, using the Mizar system [2], [1], we discuss inver-
tible operators on Banach spaces. In the first chapter, we formalized the theorem
that denotes any operators that are close enough to an invertible operator are
also invertible by using the property of Neumann series.

In the second chapter, we formalized the continuity of an isomorphism that
maps an invertible operator on Banach spaces to its inverse. These results are
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1. Neumann Series and Invertible Operator

From now on X, Y, Z denote non trivial real Banach spaces.
Let X, Y be real normed spaces and u be a point of the real norm space of

bounded linear operators from X into Y. We say that u is invertible if and only
if

(Def. 1) u is one-to-one and rng u = the carrier of Y and u−1 is a point of the real
norm space of bounded linear operators from Y into X.

Assume u is invertible. The functor Inv u yielding a point of the real norm
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Now we state the propositions:

(1) Let us consider a real normed space X, a sequence s6 of X, and a natural
number k. Then ‖((

∑κ
α=0 s6(α))κ∈N)(k)‖ ¬ ((

∑κ
α=0‖s6‖(α))κ∈N)(k).

Proof: Define P[natural number] ≡ ‖((
∑κ
α=0 s6(α))κ∈N)($1)‖ ¬

((
∑κ
α=0‖s6‖(α))κ∈N)($1). For every natural number k, P[k]. �

(2) Let us consider a real Banach space X, and a sequence s of X. Suppose
s is norm-summable. Then ‖

∑
s‖ ¬

∑
‖s‖. The theorem is a consequence

of (1).

(3) Let us consider a Banach algebra, and a point z of X. Suppose ‖z‖ < 1.
Then

(i) (zκ)κ∈N is norm-summable, and

(ii) ‖
∑

(zκ)κ∈N‖ ¬ 1
1−‖z‖ .

Proof: For every natural number n, 0 ¬ ‖(zκ)κ∈N‖(n) ¬ ((‖z‖κ)κ∈N)(n).
‖
∑

(zκ)κ∈N‖ ¬
∑
‖(zκ)κ∈N‖. �

(4) Let us consider a Banach algebra, and a point w of S. Suppose ‖w‖ < 1.
Then

(i) 1S + w is invertible, and

(ii) ((−w)κ)κ∈N is norm-summable, and

(iii) (1S + w)−1 =
∑

((−w)κ)κ∈N, and

(iv) ‖(1S + w)−1‖ ¬ 1
1−‖w‖ .

The theorem is a consequence of (3).

(5) Let us consider a non trivial real Banach space X, Lipschitzian linear
operators v1, v2 fromX intoX, points w1, w2 of NormedAlgebraOfBounded-
LinearOpersR(X), and a real number a. Suppose v1 = w1 and v2 = w2.
Then

(i) v1 · v2 = w1 · w2, and

(ii) v1 + v2 = w1 + w2, and

(iii) a · v1 = a · w1.

Proof: Reconsider z1 = w1, z3 = w2 as a point of the real norm space
of bounded linear operators from X into X. Reconsider z2 = z1 + z3 as
a point of the real norm space of bounded linear operators from X into X.
For every object s such that s ∈ dom(v1 + v2) holds (v1 + v2)(s) = z2(s).
Reconsider z2 = a · z1 as a point of the real norm space of bounded linear
operators from X into X. For every object s such that s ∈ dom(a · v1)
holds (a · v1)(s) = z2(s). �
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(6) Let us consider a non trivial real Banach space X, points v1, v2 of the re-
al norm space of bounded linear operators from X into X, points w1, w2 of
NormedAlgebraOfBoundedLinearOpersR(X), and a real number a. Sup-
pose v1 = w1 and v2 = w2. Then

(i) v1 + v2 = w1 + w2, and

(ii) a · v1 = a · w1.

(7) Let us consider a non trivial real Banach space X, points v1, v2 of the real
norm space of bounded linear operators from X into X, and points w1, w2
of NormedAlgebraOfBoundedLinearOpersR(X). If v1 = w1 and v2 = w2,
then v1 · v2 = w1 · w2.

(8) Let us consider a non trivial real Banach space X, a point v of the real
norm space of bounded linear operators from X into X, and a point w of
NormedAlgebraOfBoundedLinearOpersR(X). Suppose v = w. Then

(i) v is invertible iff w is invertible, and

(ii) if w is invertible, then v−1 = w−1.

Proof: If v is invertible, then w is invertible. If w is invertible, then v is
invertible and v−1 = w−1. �

(9) Let us consider points v, I of the real norm space of bounded linear
operators from X into X. Suppose I = idX and ‖v‖ < 1. Then

(i) I + v is invertible, and

(ii) ‖Inv I + v‖ ¬ 1
1−‖v‖ , and

(iii) there exists a point w of NormedAlgebraOfBoundedLinearOpersR(X)
such that w = v and ((−w)κ)κ∈N is norm-summable and Inv I + v =∑

((−w)κ)κ∈N.

The theorem is a consequence of (4) and (8).

(10) Let us consider real normed spaces X, Y, Z, W , a point f of the real
norm space of bounded linear operators from X into Y, a point g of the real
norm space of bounded linear operators from Y into Z, and a point h of
the real norm space of bounded linear operators from Z into W . Then
h · (g · f) = (h · g) · f .

(11) Let us consider real normed spaces X, Y, and a point f of the real norm
space of bounded linear operators from X into Y. Suppose f is one-to-one
and rng f = the carrier of Y. Then

(i) f−1 · f = idX , and

(ii) f · (f−1) = idY .
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(12) Let us consider a point u of the real norm space of bounded linear ope-
rators from X into Y. Suppose u is invertible. Then

(i) 0 < ‖u‖, and

(ii) 0 < ‖Inv u‖.

(13) Let us consider points u, v of the real norm space of bounded linear
operators from X into Y. Suppose u is invertible and ‖v‖ < 1

‖Inv u‖ . Then

(i) u+ v is invertible, and

(ii) ‖Inv u+ v‖ ¬ 1
1

‖Inv u‖−‖v‖
, and

(iii) there exists a point w of NormedAlgebraOfBoundedLinearOpersR(X)
and there exist points s, I of the real norm space of bounded linear
operators from X into X such that w = (Inv u) · v and s = w and
I = idX and ‖s‖ < 1 and ((−w)κ)κ∈N is norm-summable and I + s

is invertible and ‖Inv I + s‖ ¬ 1
1−‖s‖ and Inv I + s =

∑
((−w)κ)κ∈N

and Inv u+ v = (Inv I + s) · (Inv u).

Proof: Reconsider I = idX as a point of the real norm space of bounded
linear operators from X into X. Reconsider u1 = (Inv u) · v as a point of
the real norm space of bounded linear operators from X into X. ‖Inv u‖ 6=
0 by [9, (2)]. I + u1 is invertible and ‖Inv I + u1‖ ¬ 1

1−‖u1‖ and there
exists a point w of NormedAlgebraOfBoundedLinearOpersR(X) such that
w = u1 and ((−w)κ)κ∈N is norm-summable and Inv I+u1 =

∑
((−w)κ)κ∈N.

For every element x of the carrier of X, (u + v)(x) = (u · (I + u1))(x).
PartFuncs((I + u1)−1, X,X) = PartFuncs(Inv I + u1, X,X). Consider w
being a point of NormedAlgebraOfBoundedLinearOpersR(X) such that
w = u1 and ((−w)κ)κ∈N is norm-summable and Inv I+u1 =

∑
((−w)κ)κ∈N.

�

(14) Let us consider a subset S of the real norm space of bounded linear
operators from X into Y. Suppose S = {v, where v is a point of the real
norm space of bounded linear operators from X into Y : v is invertible}.
Then S is open.
Proof: Set P = the real norm space of bounded linear operators from X

into Y. For every point u of P such that u ∈ S there exists a real number
r such that r > 0 and Ball(u, r) ⊆ S by (12), [4, (17)], (13). �

Let us consider X and Y. The functor InvertOpers(X,Y ) yielding an open
subset of the real norm space of bounded linear operators from X into Y is
defined by the term

(Def. 3) {v, where v is a point of the real norm space of bounded linear operators
from X into Y : v is invertible}.
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Now we state the propositions:

(15) Let us consider a point u of the real norm space of bounded linear ope-
rators from X into Y. Suppose u is invertible. Then

(i) Inv u is invertible, and

(ii) Inv Inv u = u.

(16) There exists a function I from InvertOpers(X,Y ) into InvertOpers(Y,X)
such that

(i) I is one-to-one and onto, and

(ii) for every point u of the real norm space of bounded linear operators
from X into Y such that u ∈ InvertOpers(X,Y ) holds I(u) = Inv u.

Proof: Set S = the real norm space of bounded linear operators from X

into Y. DefineQ[object, object] ≡ there exists a point u of S such that $1 =
u and $2 = Inv u. For every object x such that x ∈ InvertOpers(X,Y ) there
exists an object y such that y ∈ InvertOpers(Y,X) and Q[x, y]. Consider I
being a function from InvertOpers(X,Y ) into InvertOpers(Y,X) such that
for every object x such that x ∈ InvertOpers(X,Y ) holds Q[x, I(x)]. For
every point u of S such that u ∈ InvertOpers(X,Y ) holds I(u) = Inv u. If
InvertOpers(X,Y ) 6= ∅, then InvertOpers(Y,X) 6= ∅. For every objects x1,
x2 such that x1, x2 ∈ InvertOpers(X,Y ) and I(x1) = I(x2) holds x1 = x2.
�

(17) Let us consider points u, v of the real norm space of bounded linear
operators from X into Y. Suppose u is invertible and ‖v − u‖ < 1

‖Inv u‖ .
Then

(i) v is invertible, and

(ii) ‖Inv v‖ ¬ 1
1

‖Inv u‖−‖v−u‖
, and

(iii) there exists a point w of NormedAlgebraOfBoundedLinearOpersR(X)
and there exist points s, I of the real norm space of bounded linear
operators from X into X such that w = (Inv u)·(v−u) and s = w and
I = idX and ‖s‖ < 1 and ((−w)κ)κ∈N is norm-summable and I + s

is invertible and ‖Inv I + s‖ ¬ 1
1−‖s‖ and Inv I + s =

∑
((−w)κ)κ∈N

and Inv v = (Inv I + s) · (Inv u).

The theorem is a consequence of (13).
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2. Isomorphic Mapping to Inverse Operators

Now we state the propositions:

(18) Let us consider real normed spaces X, Y, Z, a point u of the real norm
space of bounded linear operators from X into Y, a point v of the real
norm space of bounded linear operators from Y into Z, and a point w of
the real norm space of bounded linear operators from X into Z. Suppose
w = v · u. Then ‖w‖ ¬ ‖v‖ · ‖u‖.

(19) Let us consider real normed spaces X, Y, Z, points u, v of the real norm
space of bounded linear operators from X into Y, and a point w of the real
norm space of bounded linear operators from Y into Z. Then

(i) w · (u− v) = w · u− w · v, and

(ii) w · (u+ v) = w · u+ w · v.

Proof: For every point x of X, (w · (u− v))(x) = (w · u)(x)− (w · v)(x).
For every point x of X, (w · (u+ v))(x) = (w · u)(x) + (w · v)(x). �

(20) Let us consider real normed spaces X, Y, Z, a point w of the real norm
space of bounded linear operators from X into Y, and points u, v of the real
norm space of bounded linear operators from Y into Z. Then

(i) (u− v) · w = u · w − v · w, and

(ii) (u+ v) · w = u · w + v · w.

Proof: For every point x of X, ((u− v) ·w)(x) = (u ·w)(x)− (v ·w)(x).
For every point x of X, ((u+ v) · w)(x) = (u · w)(x) + (v · w)(x). �

(21) Let us consider real normed spaces X, Y, and points u, v of the real norm
space of bounded linear operators from X into Y. Then u− (u+ v) = −v.

(22) Let us consider real normed spaces X, Y, and a point u of the real norm
space of bounded linear operators from X into Y. Suppose u is invertible.
Then

(i) (Inv u) · u = idX , and

(ii) u · (Inv u) = idY .

(23) Let us consider a point u of the real norm space of bounded linear opera-
tors from X into Y. Suppose u is invertible. Let us consider a real number
r. Suppose 0 < r. Then there exists a real number s such that

(i) 0 < s, and

(ii) for every point v of the real norm space of bounded linear operators
from X into Y such that ‖v − u‖ < s holds ‖Inv v − Inv u‖ < r.

The theorem is a consequence of (12), (17), (20), (18), (22), (19), and (21).
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(24) Let us consider a partial function I from the real norm space of bounded
linear operators from X into Y to the real norm space of bounded linear
operators from Y into X.

Suppose dom I = InvertOpers(X,Y ) and for every point u of the re-
al norm space of bounded linear operators from X into Y such that
u ∈ InvertOpers(X,Y ) holds I(u) = Inv u. Then I is continuous on
InvertOpers(X,Y ). The theorem is a consequence of (23).

(25) There exists a partial function I from the real norm space of bounded
linear operators from X into Y to the real norm space of bounded linear
operators from Y into X such that

(i) dom I = InvertOpers(X,Y ), and

(ii) rng I = InvertOpers(Y,X), and

(iii) I is one-to-one and continuous on InvertOpers(X,Y ), and

(iv) there exists a partial function J from the real norm space of bounded
linear operators from Y into X to the real norm space of bounded
linear operators from X into Y such that J = I−1 and J is one-to-one
and domJ = InvertOpers(Y,X) and rng J = InvertOpers(X,Y ) and
J is continuous on InvertOpers(Y,X), and

(v) for every point u of the real norm space of bounded linear operators
from X into Y such that u ∈ InvertOpers(X,Y ) holds I(u) = Inv u.

Proof: Consider J being a function from InvertOpers(X,Y ) into Invert-
Opers(Y,X) such that J is one-to-one and onto and for every point u of
the real norm space of bounded linear operators from X into Y such that
u ∈ InvertOpers(X,Y ) holds J(u) = Inv u. If InvertOpers(X,Y ) 6= ∅,
then InvertOpers(Y,X) 6= ∅. Reconsider L = J−1 as a function from
InvertOpers(Y,X) into InvertOpers(X,Y ). For every point v of the real
norm space of bounded linear operators from Y into X such that v ∈
InvertOpers(Y,X) holds L(v) = Inv v. �

Let us consider real normed spaces X, Y, Z, a point u of the real norm space
of bounded linear operators from X into Y, and a point w of the real norm space
of bounded linear operators from Y into Z. Now we state the propositions:

(26) (i) w · (−u) = −w · u, and

(ii) (−w) · u = −w · u.
Proof: For every point x of X, (w · (−u))(x) = (−1) · (w ·u)(x). For every
point x of X, ((−w) · u)(x) = (−1) · (w · u)(x). �

(27) (−w) · (−u) = w · u. The theorem is a consequence of (26).

(28) Let us consider real normed spaces X, Y, Z, a point u of the real norm
space of bounded linear operators from X into Y, a point w of the real



114 kazuhisa nakasho

norm space of bounded linear operators from Y into Z, and a real number
r. Then

(i) w · (r · u) = (r · w) · u, and

(ii) r · w · u = r · w · u, and

(iii) (r · w) · u = r · (w · u).

Proof: For every point x of X, (w · (r · u))(x) = r · (w · u)(x). For every
point x of X, (r · w · u)(x) = r · (w · u)(x). �

(29) Let us consider real normed spaces X, Y, Z. Then there exists a bilinear
operator I from the real norm space of bounded linear operators from X

into Y × the real norm space of bounded linear operators from Y into Z
into the real norm space of bounded linear operators from X into Z such
that

(i) I is continuous on the carrier of (the real norm space of bounded
linear operators from X into Y )× (the real norm space of bounded
linear operators from Y into Z), and

(ii) for every point u of the real norm space of bounded linear operators
from X into Y and for every point v of the real norm space of bounded
linear operators from Y into Z, I(u, v) = v · u.

Proof: Set E = the real norm space of bounded linear operators from
X into Y. Set F = the real norm space of bounded linear operators from
Y into Z. Set G = the real norm space of bounded linear operators from
X into Z. Define Q[object, object] ≡ there exists a point u of E and there
exists a point v of F such that $1 = 〈〈u, v〉〉 and $2 = v ·u. For every object
x such that x ∈ the carrier of E × F there exists an object y such that
y ∈ the carrier of G and Q[x, y] by [5, (18)]. Consider L being a function
from the carrier of E × F into the carrier of G such that for every object
x such that x ∈ the carrier of E × F holds Q[x, L(x)].

For every point u of the real norm space of bounded linear operators
from X into Y and for every point v of the real norm space of bounded
linear operators from Y into Z, L(u, v) = v · u. For every points x1, x2
of E and for every point y of F , L(x1 + x2, y) = L(x1, y) + L(x2, y). For
every point x of E and for every point y of F and for every real number a,
L(a ·x, y) = a ·L(x, y). For every point x of E and for every points y1, y2 of
F , L(x, y1+y2) = L(x, y1)+L(x, y2). For every point x of E and for every
point y of F and for every real number a, L(x, a·y) = a·L(x, y). Set K = 1.
For every point x of E and for every point y of F , ‖L(x, y)‖ ¬ K ·‖x‖·‖y‖.
�
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Let us consider real normed spaces X, Y, a Lipschitzian linear operator v
from X into Y, a point w of the real norm space of bounded linear operators
from X into Y, and a real number a. Now we state the propositions:

(30) If v = w, then a · w = a · v.
Proof: For every object s such that s ∈ dom(a · v) holds (a · v)(s) =
(a · w)(s) by [8, (36)]. �

(31) If v = w, then −w = −v. The theorem is a consequence of (30).
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Proof: Consider N being a neighbourhood of z such that N ⊆ dom f and
there exists a rest R of E, F such that for every point x of E such that
x ∈ N holds f/x − f/z = (f ′(z))(x − z) + R/x−z. Consider r being a real
number such that r > 0 and Ball(z, r) ⊆ Z. Reconsider N4 = N ∩ Z as
a neighbourhood of z. Consider R being a rest of E, F such that for every
point x of E such that x ∈ N holds f/x − f/z = (f ′(z))(x − z) + R/x−z.
For every point x of E such that x ∈ N4 holds (f�Z)/x − (f�Z)/z =
(f ′(z))(x− z) +R/x−z. �

(2) Let us consider real normed spaces E, F , G, a partial function f from
E × F to G, a subset Z of E × F , and a point z of E × F . Suppose Z is
open and z ∈ Z and Z ⊆ dom f . Then

(i) if f is partially differentiable in z w.r.t. 1, then f�Z is partially dif-
ferentiable in z w.r.t. 1 and partdiff(f, z) w.r.t. 1 =

partdiff(f�Z, z) w.r.t. 1, and

(ii) if f is partially differentiable in z w.r.t. 2, then f�Z is partially dif-
ferentiable in z w.r.t. 2 and partdiff(f, z) w.r.t. 2 =

partdiff(f�Z, z) w.r.t. 2.

Proof: If f is partially differentiable in z w.r.t. 1, then f�Z is partially dif-
ferentiable in z w.r.t. 1 and partdiff(f, z) w.r.t. 1 = partdiff(f�Z, z) w.r.t. 1.
Set g = f · (reproj2(z)). Consider N being a neighbourhood of (z)2 such
that N ⊆ dom g and there exists a rest R of F , G such that for every point
x of F such that x ∈ N holds g/x − g/(z)2 = (partdiff(f, z) w.r.t. 2)(x −
(z)2)+R/x−(z)2 . Consider R being a rest of F , G such that for every point
x of F such that x ∈ N holds g/x − g/(z)2 = (partdiff(f, z) w.r.t. 2)(x −
(z)2) +R/x−(z)2 .

Set h = (f�Z) · (reproj2(z)). Consider r1 being a real number such
that r1 > 0 and Ball(z, r1) ⊆ Z. Consider r2 being a real number such
that r2 > 0 and {y, where y is a point of F : ‖y − (z)2‖ < r2} ⊆ N . Set
r = min(r1, r2). Set M = Ball((z)2, r). M ⊆ N and for every point x of F
such that x ∈ M holds (reproj2(z))(x) ∈ Z. M ⊆ domh. For every point
x of F such that x ∈ M holds h/x − h/(z)2 = (partdiff(f, z) w.r.t. 2)(x −
(z)2) +R/x−(z)2 . �

(3) Let us consider real normed spaces X, E, G, F , a bilinear operator B
from E × F into G, a partial function f from X to E, a partial function g
from X to F , and a subset S of X. Suppose B is continuous on the carrier
of E × F and S ⊆ dom f and S ⊆ dom g and for every point s of X such
that s ∈ S holds f is continuous in s and for every point s of X such that
s ∈ S holds g is continuous in s. Then there exists a partial function H

from X to G such that
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(i) domH = S, and

(ii) for every point s of X such that s ∈ S holds H(s) = B(f(s), g(s)),
and

(iii) H is continuous on S.

Proof: Define P[object, object] ≡ there exists a point t of X such that
t = $1 and $2 = B(f(t), g(t)). For every object x such that x ∈ S there
exists an object y such that y ∈ the carrier of G and P[x, y]. Consider
H being a function from S into G such that for every object z such that
z ∈ S holds P[z,H(z)]. For every point s of X such that s ∈ S holds
H(s) = B(f(s), g(s)). For every point x0 of X and for every real number r
such that x0 ∈ S and 0 < r there exists a real number p2 such that 0 < p2
and for every point x1 of X such that x1 ∈ S and ‖x1 − x0‖ < p2 holds
‖H/x1 −H/x0‖ < r. �

(4) Let us consider real normed spaces E, F , a partial function g from E to
F , and a subset A of E. Suppose g is continuous on A and dom g = A.
Then there exists a partial function x2 from E to E × F such that

(i) domx2 = A, and

(ii) for every point x of E such that x ∈ A holds x2(x) = 〈〈x, g(x)〉〉, and

(iii) x2 is continuous on A.

Proof: Define P[object, object] ≡ there exists a point t of E such that
t = $1 and $2 = 〈〈t, g(t)〉〉. For every object x such that x ∈ S there exists
an object y such that y ∈ the carrier of E × F and P[x, y]. Consider H
being a function from S into E×F such that for every object z such that
z ∈ S holds P[z,H(z)]. For every point s of E such that s ∈ S holds
H(s) = 〈〈s, g(s)〉〉. For every point x0 of E and for every real number r
such that x0 ∈ S and 0 < r there exists a real number p2 such that 0 < p2
and for every point x1 of E such that x1 ∈ S and ‖x1 − x0‖ < p2 holds
‖H/x1 −H/x0‖ < r. �

(5) Let us consider real normed spaces S, T , V , a point x0 of V , a partial
function f1 from the carrier of V to the carrier of S, and a partial function
f2 from the carrier of S to the carrier of T . Suppose x0 ∈ dom(f2 · f1)
and f1 is continuous in x0 and f2 is continuous in f1/x0 . Then f2 · f1 is
continuous in x0.
Proof: rng(f1∗s1) ⊆ dom f2. �

(6) Let us consider real normed spaces E, F , a point z of E × F , a point x
of E, and a point y of F . Suppose z = 〈〈x, y〉〉. Then ‖z‖ ¬ ‖x‖+ ‖y‖.

(7) Let us consider real normed spaces E, F , G, and a linear operator L
from E × F into G. Then there exists a linear operator L1 from E into G
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and there exists a linear operator L2 from F into G such that for every
point x of E and for every point y of F , L(〈〈x, y〉〉) = L1(x) + L2(y) and
for every point x of E, L1(x) = L

/〈〈x, 0F 〉〉 and for every point y of F ,

L2(y) = L
/〈〈0E , y〉〉.

Proof: Define C(point of E) = L
/〈〈$1, 0F 〉〉. Consider L1 being a function

from the carrier of E into the carrier of G such that for every point x of
E, L1(x) = C(x). For every elements s, t of E, L1(s+ t) = L1(s) + L1(t).
For every element s of E and for every real number r, L1(r · s) = r ·L1(s).
Define D(point of F ) = L

/〈〈0E , $1〉〉. Consider L2 being a function from
the carrier of F into the carrier of G such that for every point x of F ,
L2(x) = D(x). For every elements s, t of F , L2(s+ t) = L2(s) +L2(t). For
every element s of F and for every real number r, L2(r · s) = r ·L2(s). For
every point x of E and for every point y of F , L(〈〈x, y〉〉) = L1(x) +L2(y).
�

(8) Let us consider real normed spaces E, F , G, a linear operator L from
E × F into G, a linear operator L11 from E into G, a linear operator L12
from F into G, a linear operator L21 from E into G, and a linear operator
L22 from F into G. Suppose for every point x of E and for every point y
of F , L(〈〈x, y〉〉) = L11(x)+L12(y) and for every point x of E and for every
point y of F , L(〈〈x, y〉〉) = L21(x) + L22(y). Then

(i) L11 = L21, and

(ii) L12 = L22.

(9) Let us consider real normed spaces E, F , G, a linear operator L1 from E

into G, and a linear operator L2 from F into G. Then there exists a linear
operator L from E × F into G such that

(i) for every point x of E and for every point y of F , L(〈〈x, y〉〉) = L1(x)+
L2(y), and

(ii) for every point x of E, L1(x) = L
/〈〈x, 0F 〉〉, and

(iii) for every point y of F , L2(y) = L
/〈〈0E , y〉〉.

Proof: Define P[object, object] ≡ there exists a point x of E and there
exists a point y of F such that $1 = 〈〈x, y〉〉 and $2 = L1(x) + L2(y).
For every element z of E × F , there exists an element y of G such that
P[z, y]. Consider L being a function from E × F into G such that for
every element z of E × F , P[z, L(z)]. For every points z, w of E × F ,
L(z +w) = L(z) +L(w). For every element z of E × F and for every real
number r, L(r · z) = r ·L(z). For every point x of E and for every point y
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of F , L(〈〈x, y〉〉) = L1(x)+L2(y). For every point x of E, L1(x) = L
/〈〈x, 0F 〉〉.

For every point y of F , L2(y) = L
/〈〈0E , y〉〉 by [9, (3)]. �

(10) Let us consider real normed spaces E, F , G, and a Lipschitzian linear
operator L from E × F into G. Then there exists a Lipschitzian linear
operator L1 from E into G and there exists a Lipschitzian linear operator
L2 from F into G such that for every point x of E and for every point y of
F , L(〈〈x, y〉〉) = L1(x)+L2(y) and for every point x of E, L1(x) = L

/〈〈x, 0F 〉〉
and for every point y of F , L2(y) = L

/〈〈0E , y〉〉. The theorem is a consequence

of (7).

(11) Let us consider real normed spaces E, F , G, a Lipschitzian linear opera-
tor L1 from E into G, and a Lipschitzian linear operator L2 from F into
G. Then there exists a Lipschitzian linear operator L from E × F into G
such that

(i) for every point x of E and for every point y of F , L(〈〈x, y〉〉) = L1(x)+
L2(y), and

(ii) for every point x of E, L1(x) = L
/〈〈x, 0F 〉〉, and

(iii) for every point y of F , L2(y) = L
/〈〈0E , y〉〉.

The theorem is a consequence of (9).

(12) Let us consider real normed spaces E, F , G, and a point L of the real
norm space of bounded linear operators from E × F into G. Then there
exists a point L1 of the real norm space of bounded linear operators from
E into G and there exists a point L2 of the real norm space of bounded
linear operators from F into G such that for every point x of E and for
every point y of F , L(〈〈x, y〉〉) = L1(x) +L2(y) and for every point x of E,
L1(x) = L(〈〈x, 0F 〉〉) and for every point y of F , L2(y) = L(〈〈0E , y〉〉) and
‖L‖ ¬ ‖L1‖+ ‖L2‖ and ‖L1‖ ¬ ‖L‖ and ‖L2‖ ¬ ‖L‖.
Proof: Reconsider L = L4 as a Lipschitzian linear operator from E ×
F into G. Consider L1 being a Lipschitzian linear operator from E into
G, L2 being a Lipschitzian linear operator from F into G such that for
every point x of E and for every point y of F , L(〈〈x, y〉〉) = L1(x) + L2(y)
and for every point x of E, L1(x) = L

/〈〈x, 0F 〉〉 and for every point y of F ,

L2(y) = L
/〈〈0E , y〉〉.

Reconsider L5 = L1 as a point of the real norm space of bounded
linear operators from E into G. Reconsider L3 = L2 as a point of the real
norm space of bounded linear operators from F into G. For every point x
of E, L5(x) = L4(〈〈x, 0F 〉〉). For every point y of F , L3(y) = L4(〈〈0E , y〉〉).
For every real number t such that t ∈ PreNorms(L) holds t ¬ ‖L5‖+‖L3‖.
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For every real number t such that t ∈ PreNorms(L1) holds t ¬ ‖L4‖. For
every real number t such that t ∈ PreNorms(L2) holds t ¬ ‖L4‖. �

(13) Let us consider real normed spaces E, F , G, a point L of the real norm
space of bounded linear operators from E × F into G, points L11, L12
of the real norm space of bounded linear operators from E into G, and
points L21, L22 of the real norm space of bounded linear operators from F

into G. Suppose for every point x of E and for every point y of F , L(〈〈x,
y〉〉) = L11(x) +L21(y) and for every point x of E and for every point y of
F , L(〈〈x, y〉〉) = L12(x) + L22(y). Then

(i) L11 = L12, and

(ii) L21 = L22.

The theorem is a consequence of (8).

2. Differentiability of Implicit Function

Now we state the propositions:

(14) Let us consider real normed spaces E, G, F , a subset Z of E × F ,
a partial function f from E × F to G, and a point z of E × F . Suppose f
is differentiable in z. Then

(i) f is partially differentiable in z w.r.t. 1, and

(ii) f is partially differentiable in z w.r.t. 2, and

(iii) for every point d7 of E and for every point d8 of F , (f ′(z))(〈〈d7,
d8〉〉) = (partdiff(f, z) w.r.t. 1)(d7) + (partdiff(f, z) w.r.t. 2)(d8).

Proof: Reconsider y = (IsoCPNrSP(E,F ))(z) as a point of
∏
〈E,F 〉.

Consider N being a neighbourhood of z such that N ⊆ dom f and there
exists a rest R of E×F , G such that for every point w of E×F such that
w ∈ N holds f/w − f/z = (f ′(z))(w− z) +R/w−z. Consider R being a rest
of E × F , G such that for every point w of E × F such that w ∈ N holds
f/w−f/z = (f ′(z))(w−z)+R/w−z. Reconsider L = f ′(z) as a Lipschitzian
linear operator from E×F into G. Consider L1 being a Lipschitzian linear
operator from E into G, L2 being a Lipschitzian linear operator from F

into G such that for every point d7 of E and for every point d8 of F , L(〈〈d7,
d8〉〉) = L1(d7) + L2(d8) and for every point d7 of E, L1(d7) = L

/〈〈d7, 0F 〉〉
and for every point d8 of F , L2(d8) = L

/〈〈0E , d8〉〉.
Reconsider L3 = L1 as a point of the real norm space of bounded linear

operators from E into G. Reconsider L4 = L2 as a point of the real norm
space of bounded linear operators from F into G. Set g1 = f ·(reproj1(z)).



Implicit function theorem. Part II 123

Set g2 = f · (reproj2(z)). Reconsider x = (z)1 as a point of E. Reconsider
y = (z)2 as a point of F . Consider r0 being a real number such that
0 < r0 and {y, where y is a point of E ×F : ‖y− z‖ < r0} ⊆ N . Consider
r being a real number such that 0 < r < r0 and Ball(x, r) × Ball(y, r) ⊆
Ball(z, r0). Define C(point of E) = R

/〈〈$1, 0F 〉〉. Consider R1 being a function
from the carrier of E into the carrier of G such that for every point p of
E, R1(p) = C(p). Define D(point of F ) = R

/〈〈0E , $1〉〉. Consider R2 being
a function from the carrier of F into the carrier of G such that for every
point p of F , R2(p) = D(p).

For every real number r such that r > 0 there exists a real number d
such that d > 0 and for every point z of E such that z 6= 0E and ‖z‖ < d

holds ‖z‖−1 · ‖R1/z‖ < r. For every real number r such that r > 0 there
exists a real number d such that d > 0 and for every point z of F such that
z 6= 0F and ‖z‖ < d holds ‖z‖−1 · ‖R2/z‖ < r. Reconsider N1 = Ball(x, r)
as a neighbourhood of x. Reconsider N2 = Ball(y, r) as a neighbourhood of
y. N1 ⊆ dom g1. N2 ⊆ dom g2. For every point x1 of E such that x1 ∈ N1
holds g1/x1 − g1/x = L3(x1 − x) + R1/x1−x. For every point y1 of F such
that y1 ∈ N2 holds g2/y1 − g2/y = L4(y1 − y) +R2/y1−y. �

(15) Let us consider real normed spaces E, G, F , a subset Z of E×F , a partial
function f from E × F to G, a point a of E, a point b of F , a point c of
G, a point z of E × F , real numbers r1, r2, a partial function g from E

to F , a Lipschitzian linear operator P from E into G, and a Lipschitzian
linear operator Q from G into F .

Suppose Z is open and dom f = Z and z = 〈〈a, b〉〉 and z ∈ Z and
f(a, b) = c and f is differentiable in z and 0 < r1 and 0 < r2 and dom g =
Ball(a, r1) and rng g ⊆ Ball(b, r2) and g(a) = b and g is continuous in a

and for every point x of E such that x ∈ Ball(a, r1) holds f(x, g(x)) = c

and partdiff(f, z) w.r.t. 2 is one-to-one and Q = (partdiff(f, z) w.r.t. 2)−1

and P = partdiff(f, z) w.r.t. 1. Then

(i) g is differentiable in a, and

(ii) g′(a) = −Q · P .

Proof: Reconsider L = Q ·P as a point of the real norm space of bounded
linear operators from E into F . Consider N0 being a neighbourhood of z
such that N0 ⊆ dom f and there exists a rest R of E ×F , G such that for
every point w of E × F such that w ∈ N0 holds f/w − f/z = (f ′(z))(w −
z) +R/w−z. Consider R being a rest of E×F , G such that for every point
w of E × F such that w ∈ N0 holds f/w − f/z = (f ′(z))(w − z) + R/w−z.
Consider r0 being a real number such that 0 < r0 and {y, where y is
a point of E × F : ‖y − z‖ < r0} ⊆ N0. Consider r3 being a real number
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such that 0 < r3 < r0 and Ball(a, r3)×Ball(b, r3) ⊆ Ball(z, r0). Reconsider
r4 = min(r1, r3) as a real number.

Consider r5 being a real number such that 0 < r5 and for every point
x1 of E such that x1 ∈ dom g and ‖x1 − a‖ < r5 holds ‖g/x1 − g/a‖ < r3.
Reconsider r6 = min(r4, r5) as a real number. Reconsider N = Ball(a, r6)
as a neighbourhood of a. Define C(point of E) = −Q(R

/〈〈$1, g/a+$1−g/a〉〉
).

Consider R1 being a function from the carrier of E into the carrier of F
such that for every point p of E, R1(p) = C(p). For every point x of E
such that x ∈ N holds g/x − g/a = (−L)(x− a) +R1/x−a. Define D[point
of E, object] ≡ $2 = 〈〈$1, g/a+$1 − g/a〉〉. For every element d7 of the carrier
of E, there exists an element d8 of the carrier of E×F such that D[d7, d8].

Consider V being a function from the carrier of E into the carrier of
E × F such that for every element d7 of the carrier of E, D[d7, V (d7)].
Reconsider Q1 = Q as a point of the real norm space of bounded linear
operators from G into F . Set Q2 = ‖Q1‖. Consider d0 being a real number
such that d0 > 0 and for every point d9 of E × F such that d9 6= 0E×F
and ‖d9‖ < d0 holds ‖d9‖−1 · ‖R/d9‖ <

1
2·(Q2+1) . Consider d1 being a real

number such that 0 < d1 < d0 and Ball(a, d1)×Ball(g/a, d1) ⊆ Ball(z, d0).
Consider d2 being a real number such that 0 < d2 and for every point x1
of E such that x1 ∈ dom g and ‖x1 − a‖ < d2 holds ‖g/x1 − g/a‖ < d1.
Reconsider d3 = min(d1, d2) as a real number. Reconsider d4 = min(d3, r1)
as a real number.

For every point d7 of E such that d7 6= 0E and ‖d7‖ < d4 holds
‖R/V (d7)‖ ¬

1
2·(Q2+1) · (‖d7‖+‖g/a+d7−g/a‖). For every point d7 of E such

that d7 6= 0E and ‖d7‖ < d4 holds ‖R1/d7‖ ¬
1
2 · (‖d7‖ + ‖g/a+d7 − g/a‖).

Set Q3 = ‖L‖. Reconsider d5 = min(r6, d4) as a real number. For every
point d7 of E such that d7 6= 0E and ‖d7‖ < d5 holds ‖g/a+d7 − g/a‖ ¬
(2 · Q3 + 1) · ‖d7‖. For every real number r such that r > 0 there exists
a real number d such that d > 0 and for every point d7 of E such that
d7 6= 0E and ‖d7‖ < d holds ‖d7‖−1 · ‖R1/d7‖ < r by [4, (23)], [7, (7)], [8,
(18)]. �

From now on X, Y, Z denote non trivial real Banach spaces.
Now we state the propositions:

(16) Let us consider a point u of the real norm space of bounded linear opera-
tors from X into Y. Suppose u is invertible. Then there exist real numbers
K, s such that

(i) 0 ¬ K, and

(ii) 0 < s, and

(iii) for every point d6 of the real norm space of bounded linear operators
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from X into Y such that ‖d6‖ < s holds u + d6 is invertible and
‖Inv u+ d6 − Inv u−−(Inv u) · d6 · (Inv u)‖ ¬ K · (‖d6‖ · ‖d6‖).

(17) Let us consider a partial function I from the real norm space of bounded
linear operators from X into Y to the real norm space of bounded linear
operators from Y into X. Suppose dom I = InvertOpers(X,Y ) and for
every point u of the real norm space of bounded linear operators from
X into Y such that u ∈ InvertOpers(X,Y ) holds I(u) = Inv u. Let us
consider a point u of the real norm space of bounded linear operators
from X into Y. Suppose u ∈ InvertOpers(X,Y ). Then

(i) I is differentiable in u, and

(ii) for every point d6 of the real norm space of bounded linear operators
from X into Y, (I ′(u))(d6) = −(Inv u) · d6 · (Inv u).

Proof: Set S = the real norm space of bounded linear operators from
X into Y. Set W = the real norm space of bounded linear operators
from Y into X. Set N = InvertOpers(X,Y ). Define C(point of S) =
−(Inv u) · $1 · (Inv u). Consider L being a function from the carrier of S
into the carrier of W such that for every point x of S, L(x) = C(x). For
every elements s, t of S, L(s+ t) = L(s) + L(t). For every element s of S
and for every real number r, L(r · s) = r · L(s). Define D(point of S) =
Inv u+ $1 − Inv u− L($1).

Consider R being a function from the carrier of S into the carrier of
W such that for every point x of S, R(x) = D(x). For every point x of
S, R(x) = Inv u+ x− Inv u−−(Inv u) · x · (Inv u). Reconsider L0 = L as
a point of the real norm space of bounded linear operators from S into
W . For every real number r such that r > 0 there exists a real number d
such that d > 0 and for every point z of S such that z 6= 0S and ‖z‖ < d

holds ‖z‖−1 · ‖R/z‖ < r. Reconsider R0 = R as a rest of S, W . For every
point v of S such that v ∈ N holds I/v − I/u = L0(v − u) +R0/v−u. �

(18) There exists a partial function I from the real norm space of bounded
linear operators from X into Y to the real norm space of bounded linear
operators from Y into X such that

(i) dom I = InvertOpers(X,Y ), and

(ii) rng I = InvertOpers(Y,X), and

(iii) I is one-to-one and differentiable on InvertOpers(X,Y ), and

(iv) there exists a partial function J from the real norm space of bounded
linear operators from Y into X to the real norm space of bounded
linear operators from X into Y such that J = I−1 and J is one-to-one
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and dom J = InvertOpers(Y,X) and rng J = InvertOpers(X,Y ) and
J is differentiable on InvertOpers(Y,X), and

(v) for every point u of the real norm space of bounded linear operators
from X into Y such that u ∈ InvertOpers(X,Y ) holds I(u) = Inv u,
and

(vi) for every points u, d6 of the real norm space of bounded linear
operators from X into Y such that u ∈ InvertOpers(X,Y ) holds
(I ′(u))(d6) = −(Inv u) · d6 · (Inv u).

Proof: Consider I being a partial function from the real norm space of
bounded linear operators from X into Y to the real norm space of bounded
linear operators from Y into X such that dom I = InvertOpers(X,Y )
and rng I = InvertOpers(Y,X) and I is one-to-one and continuous on
InvertOpers(X,Y ) and there exists a partial function J from the real norm
space of bounded linear operators from Y into X to the real norm space of
bounded linear operators from X into Y such that J = I−1 and J is one-
to-one and dom J = InvertOpers(Y,X) and rng J = InvertOpers(X,Y )
and J is continuous on InvertOpers(Y,X) and for every point u of the real
norm space of bounded linear operators from X into Y such that u ∈
InvertOpers(X,Y ) holds I(u) = Inv u.

Consider J being a partial function from the real norm space of bo-
unded linear operators from Y into X to the real norm space of bounded
linear operators from X into Y such that J = I−1 and J is one-to-one and
dom J = InvertOpers(Y,X) and rng J = InvertOpers(X,Y ) and J is con-
tinuous on InvertOpers(Y,X). For every point u of the real norm space of
bounded linear operators from X into Y such that u ∈ InvertOpers(X,Y )
holds I is differentiable in u. For every point v of the real norm space of
bounded linear operators from Y into X such that v ∈ InvertOpers(Y,X)
holds J(v) = Inv v by [5, (15)]. For every point v of the real norm space of
bounded linear operators from Y into X such that v ∈ InvertOpers(Y,X)
holds J is differentiable in v. �

(19) Let us consider real normed spaces E, G, F , a subset Z of E×F , a partial
function f from E × F to G, a point a of E, a point b of F , a point c of
G, a point z of E × F , a subset A of E, a subset B of F , and a partial
function g from E to F . Suppose Z is open and dom f = Z and A is open
and B is open and A × B ⊆ Z and z = 〈〈a, b〉〉 and f(a, b) = c and f is
differentiable in z and dom g = A and rng g ⊆ B and a ∈ A and g(a) = b

and g is continuous in a and for every point x of E such that x ∈ A holds
f(x, g(x)) = c and partdiff(f, z) w.r.t. 2 is invertible. Then

(i) g is differentiable in a, and
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(ii) g′(a) = −(Inv partdiff(f, z) w.r.t. 2) · (partdiff(f, z) w.r.t. 1).

Proof: Consider r2 being a real number such that 0 < r2 and Ball(b, r2) ⊆
B. Consider r3 being a real number such that 0 < r3 and for every point
x1 of E such that x1 ∈ dom g and ‖x1 − a‖ < r3 holds ‖g/x1 − g/a‖ < r2.
Consider r4 being a real number such that 0 < r4 and Ball(a, r4) ⊆ A. Set
r1 = min(r3, r4). Set g1 = g�Ball(a, r1). For every real number r such that
0 < r there exists a real number s such that 0 < s and for every point x1
of E such that x1 ∈ dom g1 and ‖x1 − a‖ < s holds ‖g1/x1 − g1/a‖ < r.
For every point x of E such that x ∈ Ball(a, r1) holds f(x, g1(x)) = c.

Reconsider Q = (partdiff(f, z) w.r.t. 2)−1 as a Lipschitzian linear ope-
rator from G into F . Reconsider P = partdiff(f, z) w.r.t. 1 as a Lipschit-
zian linear operator from E into G. g1 is differentiable in a and g1

′(a) =
−Q · P . Consider N being a neighbourhood of a such that N ⊆ dom g1
and there exists a rest R of E, F such that for every point x of E such
that x ∈ N holds g1/x− g1/a = (g1′(a))(x− a) +R/x−a. Consider R being
a rest of E, F such that for every point x of E such that x ∈ N holds
g1/x − g1/a = (g1′(a))(x − a) + R/x−a. For every point x of E such that
x ∈ N holds g/x − g/a = (g1′(a))(x− a) +R/x−a. �

(20) Let us consider a real normed space E, non trivial real Banach spaces
G, F , a subset Z of E ×F , a partial function f from E ×F to G, a point
c of G, a subset A of E, a subset B of F , and a partial function g from E

to F . Suppose Z is open and dom f = Z and A is open and B is open and
A × B ⊆ Z and f is differentiable on Z and f ′�Z is continuous on Z and
dom g = A and rng g ⊆ B and g is continuous on A and for every point
x of E such that x ∈ A holds f(x, g(x)) = c and for every point x of E
and for every point z of E × F such that x ∈ A and z = 〈〈x, g(x)〉〉 holds
partdiff(f, z) w.r.t. 2 is invertible. Then

(i) g is differentiable on A, and

(ii) g′�A is continuous on A, and

(iii) for every point x of E and for every point z of E×F such that x ∈ A
and z = 〈〈x, g(x)〉〉 holds g′(x) = −(Inv partdiff(f, z) w.r.t. 2)·
(partdiff(f, z) w.r.t. 1).

Proof: For every point x of E and for every point z of E × F such
that x ∈ A and z = 〈〈x, g(x)〉〉 holds g is differentiable in x and g′(x) =
−(Inv partdiff(f, z) w.r.t. 2) · (partdiff(f, z) w.r.t. 1). For every point x of
E such that x ∈ A holds g is differentiable in x. Consider x2 being a par-
tial function from E to E×F such that domx2 = A and for every point x
of E such that x ∈ A holds x2(x) = 〈〈x, g(x)〉〉 and x2 is continuous on A.
Consider B being a bilinear operator from the real norm space of bounded
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linear operators from E into G × the real norm space of bounded linear
operators from G into F into the real norm space of bounded linear ope-
rators from E into F such that B is continuous on the carrier of (the real
norm space of bounded linear operators from E into G)× (the real norm
space of bounded linear operators from G into F ) and for every point u
of the real norm space of bounded linear operators from E into G and for
every point v of the real norm space of bounded linear operators from G

into F , B(u, v) = v · u.
Consider I being a partial function from the real norm space of bo-

unded linear operators from F into G to the real norm space of boun-
ded linear operators from G into F such that dom I = InvertOpers(F,G)
and rng I = InvertOpers(G,F ) and I is one-to-one and continuous on
InvertOpers(F,G) and there exists a partial function J from the real norm
space of bounded linear operators from G into F to the real norm space of
bounded linear operators from F into G such that J = I−1 and J is one-to-
one and dom J = InvertOpers(G,F ) and rng J = InvertOpers(F,G) and
J is continuous on InvertOpers(G,F ) and for every point u of the re-
al norm space of bounded linear operators from F into G such that
u ∈ InvertOpers(F,G) holds I(u) = Inv u. For every point x of E such
that x ∈ A holds (g′�A)/x = −B

/〈〈((f�1Z)·x2)(x), (I·(f�2Z)·x2)(x)〉〉.
For every point x of E such that x ∈ A holds x ∈ dom((f �1 Z)·x2) and

(f �1 Z)·x2 is continuous in x. For every point x of E such that x ∈ A holds
x ∈ dom(I · (f �2 Z) · x2) and I · (f �2 Z) · x2 is continuous in x. Consider
H being a partial function from E to the real norm space of bounded
linear operators from E into F such that domH = A and for every point
x of E such that x ∈ A holds H(x) = B(((f �1 Z) · x2)(x), (I · (f �2
Z) · x2)(x)) and H is continuous on A. For every point x0 of E such
that x0 ∈ A holds B(〈〈((f �1 Z) · x2)(x0), (I · (f �2 Z) · x2)(x0)〉〉) =
B
/〈〈((f�1Z)·x2)(x0), (I·(f�2Z)·x2)(x0)〉〉. For every point x0 of E such that x0 ∈ A

holds g′�A�A is continuous in x0. �

(21) Let us consider a real normed space E, non trivial real Banach spaces
G, F , a subset Z of E×F , a partial function f from E×F to G, a point a
of E, a point b of F , a point c of G, and a point z of E ×F . Suppose Z is
open and dom f = Z and f is differentiable on Z and f ′�Z is continuous on
Z and 〈〈a, b〉〉 ∈ Z and f(a, b) = c and z = 〈〈a, b〉〉 and partdiff(f, z) w.r.t. 2
is invertible. Then there exist real numbers r1, r2 such that

(i) 0 < r1, and

(ii) 0 < r2, and

(iii) Ball(a, r1)× Ball(b, r2) ⊆ Z, and
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(iv) for every point x of E such that x ∈ Ball(a, r1) there exists a point
y of F such that y ∈ Ball(b, r2) and f(x, y) = c, and

(v) for every point x of E such that x ∈ Ball(a, r1) for every points y1, y2
of F such that y1, y2 ∈ Ball(b, r2) and f(x, y1) = c and f(x, y2) = c

holds y1 = y2, and

(vi) there exists a partial function g from E to F such that dom g =
Ball(a, r1) and rng g ⊆ Ball(b, r2) and g is continuous on Ball(a, r1)
and g(a) = b and for every point x of E such that x ∈ Ball(a, r1) holds
f(x, g(x)) = c and g is differentiable on Ball(a, r1) and g′�Ball(a,r1) is
continuous on Ball(a, r1) and for every point x of E and for every
point z of E × F such that x ∈ Ball(a, r1) and z = 〈〈x, g(x)〉〉 holds
g′(x) = −(Inv partdiff(f, z) w.r.t. 2) · (partdiff(f, z) w.r.t. 1) and for
every point x of E and for every point z of E × F such that x ∈
Ball(a, r1) and z = 〈〈x, g(x)〉〉 holds partdiff(f, z) w.r.t. 2 is invertible,
and

(vii) for every partial functions g1, g2 from E to F such that dom g1 =
Ball(a, r1) and rng g1 ⊆ Ball(b, r2) and for every point x of E such
that x ∈ Ball(a, r1) holds f(x, g1(x)) = c and dom g2 = Ball(a, r1)
and rng g2 ⊆ Ball(b, r2) and for every point x of E such that x ∈
Ball(a, r1) holds f(x, g2(x)) = c holds g1 = g2.

Proof: Set P = f0 �2 Z0. Consider p1 being a real number such that
0 < p1 and Ball(P/z, p1) ⊆ InvertOpers(F,G). Consider s1 being a real
number such that 0 < s1 and for every point z1 of E × F such that
z1 ∈ Z0 and ‖z1 − z‖ < s1 holds ‖P/z1 − P/z‖ < p1. Consider s2 being
a real number such that 0 < s2 and Ball(z, s2) ⊆ Z0. Set s = min(s1, s2).
Set Z = Ball(z, s). Set f = f0�Z. Set D = f ′�Z . For every point z of E ×
F such that z ∈ Z holds f0′(z) = f ′(z). For every point x0 of E × F and
for every real number r such that x0 ∈ Z and 0 < r there exists a real
number s such that 0 < s and for every point x1 of E×F such that x1 ∈ Z
and ‖x1 − x0‖ < s holds ‖D/x1 −D/x0‖ < r. For every point z of E × F
such that z ∈ Z holds partdiff(f0, z) w.r.t. 1 = partdiff(f, z) w.r.t. 1 and
partdiff(f0, z) w.r.t. 2 = partdiff(f, z) w.r.t. 2.

Consider r1, r2 being real numbers such that 0 < r1 and 0 < r2
and Ball(a, r1) × Ball(b, r2) ⊆ Z and for every point x of E such that
x ∈ Ball(a, r1) there exists a point y of F such that y ∈ Ball(b, r2) and
f(x, y) = c and for every point x of E such that x ∈ Ball(a, r1) for every
points y1, y2 of F such that y1, y2 ∈ Ball(b, r2) and f(x, y1) = c and
f(x, y2) = c holds y1 = y2 and there exists a partial function g from E

to F such that g is continuous on Ball(a, r1) and dom g = Ball(a, r1) and
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rng g ⊆ Ball(b, r2) and g(a) = b and for every point x of E such that
x ∈ Ball(a, r1) holds f(x, g(x)) = c and for every partial functions g1, g2
from E to F such that dom g1 = Ball(a, r1) and rng g1 ⊆ Ball(b, r2) and
for every point x of E such that x ∈ Ball(a, r1) holds f(x, g1(x)) = c and
dom g2 = Ball(a, r1) and rng g2 ⊆ Ball(b, r2) and for every point x of E
such that x ∈ Ball(a, r1) holds f(x, g2(x)) = c holds g1 = g2.

For every point x of E and for every point y of F such that x ∈
Ball(a, r1) and y ∈ Ball(b, r2) holds f0(x, y) = f(x, y). For every point x
of E such that x ∈ Ball(a, r1) there exists a point y of F such that y ∈
Ball(b, r2) and f0(x, y) = c. For every point x of E such that x ∈ Ball(a, r1)
for every points y1, y2 of F such that y1, y2 ∈ Ball(b, r2) and f0(x, y1) = c

and f0(x, y2) = c holds y1 = y2. Consider g being a partial function from
E to F such that g is continuous on Ball(a, r1) and dom g = Ball(a, r1)
and rng g ⊆ Ball(b, r2) and g(a) = b and for every point x of E such
that x ∈ Ball(a, r1) holds f(x, g(x)) = c. For every point x of E and
for every point w of E × F such that x ∈ Ball(a, r1) and w = 〈〈x, g(x)〉〉
holds partdiff(f0, w) w.r.t. 2 is invertible. For every point x of E and for
every point w of E × F such that x ∈ Ball(a, r1) and w = 〈〈x, g(x)〉〉 holds
partdiff(f, w) w.r.t. 2 is invertible.

For every point x of E such that x ∈ Ball(a, r1) holds f0(x, g(x)) = c.
g is differentiable on Ball(a, r1) and g′�Ball(a,r1) is continuous on Ball(a, r1)
and for every point x of E and for every point z of E × F such that x ∈
Ball(a, r1) and z = 〈〈x, g(x)〉〉 holds g′(x) = −(Inv partdiff(f0, z) w.r.t. 2)·
(partdiff(f0, z) w.r.t. 1). For every partial functions g1, g2 from E to F such
that dom g1 = Ball(a, r1) and rng g1 ⊆ Ball(b, r2) and for every point x of
E such that x ∈ Ball(a, r1) holds f0(x, g1(x)) = c and dom g2 = Ball(a, r1)
and rng g2 ⊆ Ball(b, r2) and for every point x of E such that x ∈ Ball(a, r1)
holds f0(x, g2(x)) = c holds g1 = g2. �
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Poland

Summary. This is the second part of a four-article series containing a Mi-
zar [2], [1] formalization of Kronecker’s construction about roots of polynomials
in field extensions, i.e. that for every field F and every polynomial p ∈ F [X]\F
there exists a field extension E of F such that p has a root over E. The forma-
lization follows Kronecker’s classical proof using F [X]/<p> as the desired field
extension E [5], [3], [4].

In the first part we show that an irreducible polynomial p ∈ F [X]\F has
a root over F [X]/<p>. Note, however, that this statement cannot be true in
a rigid formal sense: We do not have F ⊆ F [X]/< p> as sets, so F is not
a subfield of F [X]/<p>, and hence formally p is not even a polynomial over
F [X]/<p>. Consequently, we translate p along the canonical monomorphism
φ : F −→ F [X]/<p> and show that the translated polynomial φ(p) has a root
over F [X]/<p>.

Because F is not a subfield of F [X]/<p> we construct in this second part the
field (E \φF )∪F for a given monomorphism φ : F −→ E and show that this field
both is isomorphic to F and includes F as a subfield. In the literature this part of
the proof usually consists of saying that “one can identify F with its image φF in
F [X]/<p> and therefore consider F as a subfield of F [X]/<p>”. Interestingly, to
do so we need to assume that F ∩E = ∅, in particular Kronecker’s construction
can be formalized for fields F with F ∩ F [X] = ∅.

Surprisingly, as we show in the third part, this condition is not automatically
true for arbitray fields F : With the exception of Z2 we construct for every field F
an isomorphic copy F ′ of F with F ′ ∩ F ′[X] 6= ∅. We also prove that for Mizar’s
representations of Zn, Q and R we have Zn ∩ Zn[X] = ∅, Q ∩ Q[X] = ∅ and
R ∩ R[X] = ∅, respectively.

In the fourth part we finally define field extensions: E is a field extension
of F iff F is a subfield of E. Note, that in this case we have F ⊆ E as sets,
and thus a polynomial p over F is also a polynomial over E. We then apply the
construction of the second part to F [X]/<p> with the canonical monomorphism
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φ : F −→ F [X]/<p>. Together with the first part this gives - for fields F with
F ∩ F [X] = ∅ - a field extension E of F in which p ∈ F [X]\F has a root.

MSC: 12E05 12F05 68T99 03B35

Keywords: roots of polynomials; field extensions; Kronecker’s construction

MML identifier: FIELD 2, version: 8.1.09 5.57.1355

From now on R denotes a ring, S denotes an R-monomorphic ring, K denotes
a field, F denotes a K-monomorphic field, and T denotes a K-monomorphic
commutative ring.

Let us consider R and S. Let f be a monomorphism of R and S. Let us
observe that the functor f−1 yields a function from rng f into R. Now we state
the propositions:

(1) Let us consider a monomorphism f of R and S, and elements a, b of
rng f . Then

(i) (f−1)(a+ b) = (f−1)(a) + (f−1)(b), and

(ii) (f−1)(a · b) = (f−1)(a) · (f−1)(b).

(2) Let us consider a monomorphism f of R and S, and an element a of
rng f . Then (f−1)(a) = 0R if and only if a = 0S .

Let us consider a monomorphism f of R and S. Now we state the proposi-
tions:

(3) (i) (f−1)(1S) = 1R, and

(ii) (f−1)(0S) = 0R.
The theorem is a consequence of (1).

(4) f−1 is one-to-one and onto.

(5) Let us consider a monomorphism f of R and S, and an element a of R.
Then f(a) = 0S if and only if a = 0R.

(6) Let us consider a monomorphism f of K and F , and an element a of K.
If a 6= 0K , then f(a−1) = f(a)−1. The theorem is a consequence of (5).

Let R, S be rings. We introduce the notation R and S are disjoint as a
synonym of R misses S.

One can check that R and S are disjoint if and only if the condition (Def.
1) is satisfied.

(Def. 1) ΩR ∩ ΩS = ∅.
Let us consider R and S. Let f be a monomorphism of R and S. The functor

f yielding a non empty set is defined by the term

(Def. 2) (ΩS \ rng f) ∪ ΩR.

http://zbmath.org/classification/?q=cc:12E05
http://zbmath.org/classification/?q=cc:12F05
http://zbmath.org/classification/?q=cc:68T99
http://zbmath.org/classification/?q=cc:03B35
http://fm.mizar.org/miz/field_2.miz
http://ftp.mizar.org/
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Let R be a ring, S be an R-monomorphic ring, and a, b be elements of f .
The functor addemb(f, a, b) yielding an element of f is defined by the term

(Def. 3)



(the addition of R)(a, b), if a, b ∈ ΩR,

(the addition of S)(f(a), b), if a ∈ ΩR and b /∈ ΩR,

(the addition of S)(a, f(b)), if b ∈ ΩR and a /∈ ΩR,

(f−1)((the addition of S)(a, b)), if a /∈ ΩR and b /∈ ΩR and
(the addition of S)(a, b) ∈ rng f,

(the addition of S)(a, b), otherwise.

The functor addemb(f) yielding a binary operation on f is defined by

(Def. 4) for every elements a, b of f , it(a, b) = addemb(f, a, b).

Let K be a field, T be a K-monomorphic commutative ring, f be a mono-
morphism of K and T , and a, b be elements of f . The functor multemb(f, a, b)
yielding an element of f is defined by the term

(Def. 5)



(the multiplication of K)(a, b), if a, b ∈ ΩK ,

0K , if a = 0K or b = 0K ,
(the multiplication of T )(f(a), b), if a ∈ ΩK and a 6= 0K and

b /∈ ΩK ,

(the multiplication of T )(a, f(b)), if b ∈ ΩK and b 6= 0K and
a /∈ ΩK ,

(f−1)((the multiplication of T )(a, b)), if a /∈ ΩK and b /∈ ΩK and
(the multiplication of T )
(a, b) ∈ rng f,

(the multiplication of T )(a, b), otherwise.

The functor multemb(f) yielding a binary operation on f is defined by

(Def. 6) for every elements a, b of f , it(a, b) = multemb(f, a, b).

The functor embField(f) yielding a strict double loop structure is defined
by

(Def. 7) the carrier of it = f and the addition of it = addemb(f) and the multipli-
cation of it = multemb(f) and the one of it = 1K and the zero of it = 0K .

One can verify that embField(f) is non degenerated and embField(f) is
Abelian and right zeroed.

Let us consider a monomorphism f of K and T . Now we state the proposi-
tions:

(7) If K and T are disjoint, then embField(f) is add-associative. The the-
orem is a consequence of (1).

(8) If K and T are disjoint, then embField(f) is right complementable.

Let K be a field, T be a K-monomorphic commutative ring, and f be a mo-
nomorphism of K and T . Note that embField(f) is commutative and well unital.
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(9) Let us consider a monomorphism f of K and F . If K and F are disjoint,
then embField(f) is associative. The theorem is a consequence of (1), (2),
and (6).

(10) Let us consider a monomorphism f of K and T . If K and T are disjoint,
then embField(f) is distributive. The theorem is a consequence of (3), (2),
and (1).

Let us consider a monomorphism f of K and F . Now we state the proposi-
tions:

(11) If K and F are disjoint, then embField(f) is almost left invertible. The
theorem is a consequence of (3).

(12) If K and F are disjoint, then embField(f) is a field.

Let K be a field, F be a K-monomorphic field, and f be a monomorphism
of K and F . The functor emb-iso(f) yielding a function from embField(f) into
F is defined by

(Def. 8) for every element a of embField(f) such that a /∈ K holds it(a) = a and
for every element a of embField(f) such that a ∈ K holds it(a) = f(a).

One can verify that emb-iso(f) is unity-preserving.
Let us consider a monomorphism f of K and F . Now we state the proposi-

tions:

(13) If K and F are disjoint, then emb-iso(f) is additive.

(14) If K and F are disjoint, then emb-iso(f) is multiplicative.

Let K be a field, F be a K-monomorphic field, and f be a monomorphism
of K and F . Note that emb-iso(f) is one-to-one.

Let us consider a monomorphism f of K and F . Now we state the proposi-
tions:

(15) If K and F are disjoint, then emb-iso(f) is onto.

(16) If K and F are disjoint, then F and embField(f) are isomorphic. The
theorem is a consequence of (13), (14), and (15).

(17) Let us consider a monomorphism f of K and F , and a field E. If E =
embField(f), then K is a subfield of E.

(18) If K and F are disjoint, then there exists a field E such that E and F

are isomorphic and K is a subfield of E. The theorem is a consequence of
(7), (9), (10), (8), (11), (16), and (17).

(19) Let us consider fields K, F . Suppose K and F are disjoint. Then F is
K-monomorphic if and only if there exists a field E such that E and F

are isomorphic and K is a subfield of E. The theorem is a consequence of
(18).
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Summary. In [3] the existence of the Cantor normal form of ordinals was
proven in the Mizar system [6]. In this article its uniqueness is proven and then
used to formalize the natural sum of ordinals.
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0. Introduction

It is well known that any ordinal number α can be uniquely written as

α =
k∑
i=1

niω
βi ,

where k is a natural number, n1, . . . , nk are positive integers and β1 > . . . > βk
are ordinal numbers. This representation, usually called the Cantor Normal
Form, has been formalized as the tuple 〈n1ωβ1 , . . . , nkωβk〉 in [3] and the exi-
stence of such a sequence that sums up to a given ordinal α has been proven in
the same, but the uniqueness was omitted.

The basic proof idea for the uniqueness is well known (cf. [1], [2], [4], [5], [8]).
This article provides a variant which utilizes the additional closure of ordinals,
i.e. that any ordinals α, β, γ with α, β ∈ ωγ also satisfy α+ β ∈ ωγ . Usually the

1The author is enrolled in the Johannes Gutenberg University in Mayence, Germany, mailto:
skoch02@students.uni-mainz.de
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additional closure is proven using the uniqueness in the literature, but here the
additional closure is proven first by using theorems from [3]. Other theorems of
this article include:

• For ordinals α, β with 1 ∈ α ∈ β holds β + α ∈ αβ ∈ βα ∈ β ↑↑ α.

• Decreasing ordinal sequences with the same range are equal.

In the last section of the article the natural sum or Hessenberg sum (cf. [2],
[5]) of two ordinals α, β, denoted by α⊕β, is formalized using the Cantor Normal
Form. The concept of bags, as used to formalize polynomials in Mizar (cf. [7]),
couldn’t easily be applied in this case since there is no set of all ordinals, so
it wasn’t used here. The chosen definition of the natural sum turned out to be
slightly sophisticated, leading to a rather long proof of its monotonicity property,
while the proofs of the other shown properties are straightforward.

1. Preliminaries

Now we state the proposition:

(1) Let us consider a set X. Then X ∩ succX = X.

Let A be an increasing sequence of ordinal numbers and a be an ordinal
number. Let us observe that A�a is increasing.

Now we state the propositions:

(2) Let us consider an ordinal number a. Then a+ a = 2 · a.

(3) Let us consider ordinal numbers a, b. If 1 ∈ a and a ∈ b, then b+a ∈ a ·b.
The theorem is a consequence of (2).

(4) Let us consider an ordinal number a. Then a · a = a2.

Let us consider ordinal numbers a, b. Now we state the propositions:

(5) If 1 ∈ a and a ∈ b, then a · b ∈ ba. The theorem is a consequence of (4).

(6) If 1 ∈ a and a ∈ b, then ba ∈ b ↑↑ a.

Let us observe that there exists a sequence of ordinal numbers which is
infinite.

Now we state the propositions:

(7) Let us consider transfinite sequences A, B. Suppose A a B is ordinal
yielding. Then

(i) A is ordinal yielding, and

(ii) B is ordinal yielding.

(8) Let us consider ordinal numbers a, b. If a ∈ b, then b-exponent(a) = 0.

Let us consider ordinal numbers a, b, c. Now we state the propositions:
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(9) If a ⊆ c, then b-exponent(a) ⊆ b-exponent(c).

(10) If 0 ∈ a and 1 ∈ b and a ∈ bc, then b-exponent(a) ∈ c.
Proof: b-exponent(a) ⊆ c. b-exponent(a) 6= c. �

Let us note that every sequence of ordinal numbers which is decreasing is
also one-to-one. Let A be a decreasing transfinite sequence and a be an ordinal
number. One can verify that A�a is decreasing.

Let A be a non-decreasing transfinite sequence. One can verify that A�a is
non-decreasing. Let A be a non-increasing transfinite sequence. One can verify
that A�a is non-increasing.

Now we state the propositions:

(11) Let us consider finite sequences A, B of ordinal numbers. Then
∑
AaB =∑

A+
∑
B.

Proof: Define P[natural number] ≡ for every finite sequences A, B of
ordinal numbers such that domB = $1 holds

∑
A a B =

∑
A +

∑
B.

P[0]. For every natural number n such that P[n] holds P[n+ 1]. For every
natural number n, P[n]. �

(12) Let us consider ordinal numbers a, b. Then
∑
〈a, b〉 = a+b. The theorem

is a consequence of (11).

Let A be a non empty, non-empty, finite sequence of ordinal numbers. Let
us observe that

∑
A is non empty.

Let B be a finite sequence of ordinal numbers. Note that
∑
A a B is non

empty and
∑
B a A is non empty.

Now we state the propositions:

(13) Let us consider an ordinal number a, and a natural number n. Then∑
n 7−→ a = n · a.

(14) Let us consider a finite sequence A of ordinal numbers, and an ordinal
number a. Then

∑
A�a ⊆

∑
A.

(15) Let us consider finite sequences A, B of ordinal numbers. Suppose domA

⊆ domB and for every object a such that a ∈ domA holds A(a) ⊆ B(a).
Then

∑
A ⊆

∑
B.

Proof: Set a = domA. Consider f1 being a sequence of ordinal numbers
such that

∑
A = last f1 and dom f1 = succ domA and f1(0) = 0 and for

every natural number n such that n ∈ domA holds f1(n + 1) = f1(n) +
A(n). Consider f2 being a sequence of ordinal numbers such that

∑
B�a =

last f2 and dom f2 = succ dom(B�a) and f2(0) = 0 and for every natural
number n such that n ∈ dom(B�a) holds f2(n + 1) = f2(n) + (B�a)(n).
Define P[natural number] ≡ if $1 ∈ succ a, then f1($1) ⊆ f2($1). For every
natural number n such that P[n] holds P[n+1]. For every natural number
n, P[n].

∑
B�a ⊆

∑
B. �
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(16) Let us consider a Cantor normal form sequence A of ordinal numbers.
Suppose A 6= ∅. Then there exists a Cantor normal form sequence B of
ordinal numbers and there exists a Cantor component ordinal number a
such that A = B a 〈a〉. The theorem is a consequence of (7).

Let A be a Cantor normal form sequence of ordinal numbers and n be
a natural number. Let us observe that A�n is Cantor normal form and A�n is
Cantor normal form and every transfinite sequence which is natural-valued is
also ordinal yielding and every natural number which is limit ordinal is also zero
and there exists an ordinal number which is non limit ordinal.

Let n, m be natural numbers. We identify max(n,m) with n∪m. We identify
min(n,m) with n ∩m.

2. About the Cantor Normal Form

Now we state the proposition:

(17) Let us consider ordinal numbers a, b. Then a + b = b if and only if
ω · a ⊆ b. The theorem is a consequence of (2).

Let us consider a non empty, Cantor normal form sequence A of ordinal
numbers and an object a. Now we state the propositions:

(18) If a ∈ domA, then ω-exponent(lastA) ⊆ ω-exponent(A(a)). The the-
orem is a consequence of (16).

(19) If a ∈ domA, then ω-exponent(A(a)) ⊆ ω-exponent(A(0)).

(20) Let us consider non empty, Cantor normal form sequences A, B of ordinal
numbers. Suppose ω-exponent(B(0)) ∈ ω-exponent(lastA). Then AaB is
Cantor normal form.
Proof: For every ordinal numbers a, b such that a ∈ b and b ∈ dom(AaB)
holds ω-exponent((A a B)(b)) ∈ ω-exponent((A a B)(a)) by [9, (20)]. �

(21) Let us consider decreasing sequences A, B of ordinal numbers. If rngA =
rngB, then A = B.
Proof: Define P[natural number] ≡ for every decreasing sequences A, B
of ordinal numbers such that lenA = $1 and rngA = rngB holds A = B.
P[0]. For every natural number n such that P[n] holds P[n+ 1]. For every
natural number n, P[n]. �

Let a be an ordinal number. Let us observe that ωa is Cantor component.
Let n be a non zero natural number. Let us note that n · ωa is Cantor com-

ponent and every natural number which is non zero is also Cantor component.
Let c be a Cantor component ordinal number. Let us observe that 〈c〉 is

Cantor normal form.
Now we state the proposition:
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(22) Let us consider Cantor component ordinal numbers c, d.
Suppose ω-exponent(d) ∈ ω-exponent(c). Then 〈c, d〉 is Cantor normal
form. The theorem is a consequence of (20).

Let a be a non empty ordinal number and m be a non zero natural number.
Note that 〈ωa,m〉 is Cantor normal form.

Let n be a non zero natural number. Observe that 〈n · ωa,m〉 is Cantor
normal form.

Now we state the proposition:

(23) Let us consider Cantor component ordinal numbers c, d, e. Suppo-
se ω-exponent(d) ∈ ω-exponent(c) and ω-exponent(e) ∈ ω-exponent(d).
Then 〈c, d, e〉 is Cantor normal form. The theorem is a consequence of
(22) and (20).

Let us consider a non empty, Cantor normal form sequence A of ordinal
numbers, an ordinal number b, and a non zero natural number n. Now we state
the propositions:

(24) If b ∈ ω-exponent(lastA), then A a 〈n · ωb〉 is Cantor normal form. The
theorem is a consequence of (20).

(25) If ω-exponent(lastA) 6= 0, then A a 〈n〉 is Cantor normal form. The
theorem is a consequence of (24).

(26) If ω-exponent(A(0)) ∈ b, then 〈n · ωb〉 a A is Cantor normal form. The
theorem is a consequence of (20).

(27) Let us consider ordinal numbers a1, a2, b. If a1, a2 ∈ ωb, then a1+a2 ∈ ωb.
(28) Let us consider a finite sequence A of ordinal numbers, and an ordi-

nal number b. Suppose for every ordinal number a such that a ∈ domA

holds A(a) ∈ ωb. Then
∑
A ∈ ωb. The theorem can be shown by natural

induction and (27).

(29) Let us consider ordinal numbers a, b, and a natural number n. If a ∈ ωb,
then n · a ∈ ωb. The theorem is a consequence of (28) and (13).

(30) Let us consider a finite sequence A of ordinal numbers, and an ordi-
nal number a. Suppose 〈a〉 a A is Cantor normal form. Then

∑
A ∈

ωω-exponent(a). The theorem is a consequence of (29) and (28).

(31) Let us consider a Cantor normal form sequence A of ordinal numbers.
Then ω-exponent(

∑
A) = ω-exponent(A(0)).

Proof: Define P[natural number] ≡ for every Cantor normal form sequ-
ence A of ordinal numbers such that lenA = $1 holds ω-exponent(

∑
A) =

ω-exponent(A(0)). P[0]. For every natural number n such that P[n] holds
P[n+ 1]. For every natural number n, P[n]. �

(32) Let us consider Cantor normal form sequences A, B of ordinal numbers.
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If
∑
A =

∑
B, then A = B.

Proof: Define P[natural number] ≡ for every Cantor normal form se-
quences A, B of ordinal numbers such that domA ∪ domB = $1 and∑
A =

∑
B holds A = B. P[0]. For every natural number n such that

P[n] holds P[n+ 1]. For every natural number n, P[n]. �

Let A be a sequence of ordinal numbers and b be an ordinal number. The
functor b-exponent(A) yielding a sequence of ordinal numbers is defined by

(Def. 1) dom it = domA and for every object a such that a ∈ domA holds
it(a) = b-exponent(A(a)).

Let A be an empty sequence of ordinal numbers.
One can check that b-exponent(A) is empty.
Let A be a non empty sequence of ordinal numbers. One can verify that

b-exponent(A) is non empty. Let A be a finite sequence of ordinal numbers. Let
us observe that b-exponent(A) is finite.

Let A be an infinite sequence of ordinal numbers. Let us observe that
b-exponent(A) is infinite.

Now we state the propositions:

(33) Let us consider ordinal numbers a, b.
Then b-exponent(〈a〉) = 〈b-exponent(a)〉.

(34) Let us consider sequences A, B of ordinal numbers, and an ordinal num-
ber b. Then b-exponent(A a B) = (b-exponent(A)) a (b-exponent(B)).

(35) Let us consider a sequence A of ordinal numbers, and ordinal numbers
b, c. Then b-exponent(A�c) = (b-exponent(A))�c.

(36) Let us consider a finite sequence A of ordinal numbers, an ordinal number
b, and a natural number n. Then b-exponent(A�n) = (b-exponent(A))�n.

Let A be a Cantor normal form sequence of ordinal numbers. Let us note
that ω-exponent(A) is decreasing.

Now we state the propositions:

(37) Let us consider sequences A, B of ordinal numbers. Suppose AaB is Can-
tor normal form. Then rng(ω-exponent(A)) misses rng(ω-exponent(B)).
Proof: rng(ω-exponent(A)) ∩ rng(ω-exponent(B)) = ∅. �

(38) Let us consider a Cantor normal form sequence A of ordinal numbers.
Then 0 ∈ rng(ω-exponent(A)) if and only if A 6= ∅ and ω-exponent(lastA)
= 0. The theorem is a consequence of (18) and (16).

Let a, b be ordinal numbers. The functor b -LC(a) yielding an ordinal number
is defined by the term

(Def. 2) a div bb-exponent(a).

Let us consider an ordinal number a. Now we state the propositions:



Natural addition of ordinals 145

(39) 0 -LC(a) = a.

(40) 1 -LC(a) = a.

(41) Let us consider an ordinal number b. Then b -LC(0) = 0.

(42) Let us consider ordinal numbers a, b. If a ∈ b, then b -LC(a) = a. The
theorem is a consequence of (8).

(43) Let us consider an ordinal number b. Then b -LC(1) = 1. The theorem
is a consequence of (42), (40), and (39).

(44) Let us consider ordinal numbers a, b, c. If c ∈ b, then b -LC(c · ba) = c.

(45) Let us consider ordinal numbers a, b. If 1 ∈ b, then b -LC(ba) = 1. The
theorem is a consequence of (44).

Let c be a Cantor component ordinal number. Observe that ω -LC(c) is
natural and non empty.

Now we state the proposition:

(46) Let us consider a Cantor component ordinal number c.
Then c = (ω -LC(c)) ·ωω-exponent(c). The theorem is a consequence of (44).

Let A be a sequence of ordinal numbers and b be an ordinal number. The
functor b -LC(A) yielding a sequence of ordinal numbers is defined by

(Def. 3) dom it = domA and for every object a such that a ∈ domA holds
it(a) = b -LC(A(a)).

Let A be an empty sequence of ordinal numbers. Let us observe that b -LC(A)
is empty. Let A be a non empty sequence of ordinal numbers. Observe that
b -LC(A) is non empty.

Let A be a finite sequence of ordinal numbers. Let us note that b -LC(A)
is finite. Let A be an infinite sequence of ordinal numbers. Let us note that
b -LC(A) is infinite. Now we state the propositions:

(47) Let us consider ordinal numbers a, b. Then b -LC(〈a〉) = 〈b -LC(a)〉.
(48) Let us consider sequences A, B of ordinal numbers, and an ordinal num-

ber b. Then b -LC(A a B) = (b -LC(A)) a (b -LC(B)).

(49) Let us consider a sequence A of ordinal numbers, and ordinal numbers
b, c. Then b -LC(A�c) = (b -LC(A))�c.

(50) Let us consider a finite sequence A of ordinal numbers, an ordinal number
b, and a natural number n. Then b -LC(A�n) = (b -LC(A))�n.

Let A be a Cantor normal form sequence of ordinal numbers and a be an ob-
ject. Note that (ω -LC(A))(a) is natural and ω -LC(A) is natural-valued and
non-empty.

Let us consider a Cantor normal form sequence A of ordinal numbers and
an object a. Now we state the propositions:
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(51) If a ∈ domA, then A(a) = (ω -LC(A(a))) ·ωω-exponent(A(a)). The theorem
is a consequence of (46).

(52) If a ∈ domA, then A(a) = (ω -LC(A))(a) · ω(ω-exponent(A))(a). The the-
orem is a consequence of (51).

(53) Let us consider a decreasing sequenceA of ordinal numbers, and a natural-
valued, non-empty sequence B of ordinal numbers. Suppose domA =
domB. Then there exists a Cantor normal form sequence C of ordinal
numbers such that

(i) ω-exponent(C) = A, and

(ii) ω -LC(C) = B.

Proof: Define F(ordinal number) = B($1) · ωA($1). Consider C being
a sequence of ordinal numbers such that domC = domA and for every
ordinal number a such that a ∈ domA holds C(a) = F(a). �

(54) Let us consider Cantor normal form sequences A, B of ordinal numbers.
Suppose ω-exponent(A) = ω-exponent(B) and ω -LC(A) = ω -LC(B).
Then A = B. The theorem is a consequence of (52).

Let a be an ordinal number. The functor CNF(a) yielding a Cantor normal
form sequence of ordinal numbers is defined by

(Def. 4)
∑
it = a.

Note that
∑

CNF(a) reduces to a. Let A be a Cantor normal form sequence
of ordinal numbers. One can check that CNF(

∑
A) reduces to A.

Now we state the proposition:

(55) CNF(∅) = ∅.
Let a be an empty ordinal number. Note that CNF(a) is empty.
Let a be a non empty ordinal number. Note that CNF(a) is non empty.
Now we state the propositions:

(56) Let us consider an ordinal number a, and a non zero natural number n.
Then CNF(n · ωa) = 〈n · ωa〉.

(57) Let us consider a Cantor component ordinal number a. Then CNF(a) =
〈a〉.

(58) Let us consider a non zero natural number n. Then CNF(n) = 〈n〉.
(59) Let us consider a non empty ordinal number a, and non zero natural

numbers n, m. Then CNF(n · ωa + m) = 〈n · ωa,m〉. The theorem is
a consequence of (12).

(60) Let us consider a non empty ordinal number a, an ordinal number b,
and a non zero natural number n. Suppose b ∈ ω-exponent(last CNF(a)).
Then CNF(a+ n · ωb) = CNF(a) a 〈n · ωb〉. The theorem is a consequence
of (24).
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(61) Let us consider a non empty ordinal number a, and a non zero natural
number n. Suppose ω-exponent(last CNF(a)) 6= 0. Then CNF(a + n) =
CNF(a) a 〈n〉. The theorem is a consequence of (60).

(62) Let us consider a non empty ordinal number a, an ordinal number b,
and a non zero natural number n. Suppose ω-exponent((CNF(a))(0)) ∈ b.
Then CNF(n · ωb + a) = 〈n · ωb〉 a CNF(a). The theorem is a consequence
of (26).

3. Natural Addition of Ordinals

Let a, b be ordinal numbers. The functor a ⊕ b yielding an ordinal number
is defined by

(Def. 5) there exists a Cantor normal form sequence C of ordinal numbers such
that it =

∑
C and rng(ω-exponent(C)) = rng(ω-exponent(CNF(a))) ∪

rng(ω-exponent(CNF(b))) and for every object d such that d ∈ domC

holds:
if ω-exponent(C(d)) ∈ rng(ω-exponent(CNF(a)))\rng(ω-exponent(CNF

(b))), then ω -LC(C(d)) = (ω -LC(CNF(a)))(((ω-exponent(CNF(a)))−1)
(ω-exponent(C(d)))) and

if ω-exponent(C(d)) ∈ rng(ω-exponent(CNF(b)))\rng(ω-exponent(CNF
(a))), then ω -LC(C(d)) = (ω -LC(CNF(b)))(((ω-exponent(CNF(b)))−1)
(ω-exponent(C(d)))) and

if ω-exponent(C(d)) ∈ rng(ω-exponent(CNF(a)))∩rng(ω-exponent(CNF
(b))), then ω -LC(C(d)) = (ω -LC(CNF(a)))(((ω-exponent(CNF(a)))−1)
(ω-exponent(C(d)))) + (ω -LC(CNF(b)))(((ω-exponent(CNF(b)))−1)
(ω-exponent(C(d)))).

One can verify that the functor is commutative.
Let us consider ordinal numbers a, b. Now we state the propositions:

(63) rng(ω-exponent(CNF(a⊕ b))) =
rng(ω-exponent(CNF(a))) ∪ rng(ω-exponent(CNF(b))).

(64) dom(CNF(a)) ⊆ dom(CNF(a ⊕ b)). The theorem is a consequence of
(63).

Let us consider ordinal numbers a, b and an object d. Now we state the
propositions:

(65) Suppose d ∈ dom(CNF(a ⊕ b)) and ω-exponent((CNF(a ⊕ b))(d)) ∈
rng(ω-exponent(CNF(a)))\ rng(ω-exponent(CNF(b))). Then ω -LC((CNF
(a⊕ b))(d)) = (ω -LC(CNF(a)))(((ω-exponent(CNF(a)))−1)(ω-exponent
((CNF(a⊕ b))(d)))).
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(66) Suppose d ∈ dom(CNF(a ⊕ b)) and ω-exponent((CNF(a ⊕ b))(d)) ∈
rng(ω-exponent(CNF(b)))\ rng(ω-exponent(CNF(a))). Then ω -LC((CNF
(a⊕ b))(d)) = (ω -LC(CNF(b)))(((ω-exponent(CNF(b)))−1)(ω-exponent
((CNF(a⊕ b))(d)))).

(67) Suppose d ∈ dom(CNF(a ⊕ b)) and ω-exponent((CNF(a ⊕ b))(d)) ∈
rng(ω-exponent(CNF(a)))∩rng(ω-exponent(CNF(b))). Then ω -LC((CNF
(a⊕ b))(d)) = (ω -LC(CNF(a)))(((ω-exponent(CNF(a)))−1)(ω-exponent
((CNF(a⊕ b))(d)))) + (ω -LC(CNF(b)))(((ω-exponent(CNF(b)))−1)
(ω-exponent((CNF(a⊕ b))(d)))).

(68) Let us consider ordinal numbers a, b, c. Then (a⊕ b)⊕ c = a⊕ (b⊕ c).
(69) Let us consider an ordinal number a. Then a⊕ 0 = a.

(70) Let us consider ordinal numbers a, b, and a natural number n. Suppose
ω-exponent(a) ⊆ b. Then n·ωb⊕a = n·ωb+a. The theorem is a consequence
of (31), (69), (56), (33), (21), (47), (44), (51), and (52).

(71) Let us consider finite sequences A, B of ordinal numbers. Suppose AaB
is Cantor normal form. Then

∑
A⊕

∑
B =

∑
A+

∑
B.

Proof: Define P[natural number] ≡ for every finite sequences A, B of
ordinal numbers such that lenA = $1 and A a B is Cantor normal form
holds

∑
A ⊕

∑
B =

∑
A +

∑
B. P[0]. For every natural number n such

that P[n] holds P[n+ 1]. For every natural number n, P[n]. �

(72) Let us consider ordinal numbers a, b. Suppose if a 6= 0, then ω-exponent(b)
∈ ω-exponent(last CNF(a)). Then a⊕ b = a+ b. The theorem is a conse-
quence of (69), (31), (20), and (71).

(73) Let us consider ordinal numbers a, b, and a natural number n. Suppose
if a 6= 0, then b ⊆ ω-exponent(last CNF(a)). Then a⊕ n · ωb = a+ n · ωb.
The theorem is a consequence of (69), (16), (70), (11), (71), (68), and (12).

(74) Let us consider an ordinal number a, and natural numbers n, m. Then
n ·ωa⊕m ·ωa = (n+m) ·ωa. The theorem is a consequence of (69), (56),
and (73).

(75) Let us consider an ordinal number a, and a natural number n. Then
a⊕ n = a+ n. The theorem is a consequence of (73).

(76) Let us consider natural numbers n, m. Then n⊕m = n+m. The theorem
is a consequence of (75).

Let n, m be natural numbers. We identify n+m with n⊕m. Now we state
the propositions:

(77) Let us consider an ordinal number a. Then a⊕ 1 = succ a. The theorem
is a consequence of (75).
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(78) Let us consider ordinal numbers a, b. Then a⊕ succ b = succ(a⊕ b). The
theorem is a consequence of (77) and (68).

Let a be an empty ordinal number. Let us note that a⊕ a is empty.
Let a be a non empty ordinal number and b be an ordinal number. Let us

note that a⊕ b is non empty. Now we state the proposition:

(79) Let us consider an ordinal number a. Then a is limit ordinal if and only
if 0 /∈ rng(ω-exponent(CNF(a))). The theorem is a consequence of (16),
(46), (38), (77), (58), (33), and (8).

Let a, b be limit ordinal ordinal numbers. Let us note that a ⊕ b is limit
ordinal. Let a be an ordinal number and b be a non limit ordinal ordinal number.
One can check that a⊕ b is non limit ordinal.

Now we state the propositions:

(80) Let us consider ordinal numbers a, b, and a non zero natural number n.
Suppose n · ωb ⊆ a and a ∈ (n+ 1) · ωb. Then (CNF(a))(0) = n · ωb.
Proof: Consider a0 being a Cantor component ordinal number, A0 being
a Cantor normal form sequence of ordinal numbers such that CNF(a) =
〈a0〉aA0. b ⊆ ω-exponent(a) ⊆ b. Reconsider m = ω -LC((CNF(a))(0)) as
a natural number. (CNF(a))(0) = m · ωb. m = n. �

(81) Let us consider ordinal numbers a, b. Suppose rng(ω-exponent(CNF(a)))
= rng(ω-exponent(CNF(b))). Let us consider an ordinal number c. Suppo-
se c ∈ dom(CNF(a)). Then (ω -LC(CNF(a⊕b)))(c) = (ω -LC(CNF(a)))(c)+
(ω -LC(CNF(b)))(c). The theorem is a consequence of (21).

Let us consider ordinal numbers a, b. Now we state the propositions:

(82) (i) if ω-exponent((CNF(a⊕ b))(0)) ∈ rng(ω-exponent(CNF(a))), then
ω-exponent((CNF(a⊕ b))(0)) = (ω-exponent(CNF(a)))(0), and

(ii) if ω-exponent((CNF(a ⊕ b))(0)) ∈ rng(ω-exponent(CNF(b))), then
ω-exponent((CNF(a⊕ b))(0)) = (ω-exponent(CNF(b)))(0).

Proof: Set E1 = ω-exponent(CNF(a)). Set E2 = ω-exponent(CNF(b)).
Set C0 = CNF(a ⊕ b). rng(ω-exponent(C0)) = rngE1 ∪ rngE2. Consider
x being an object such that x ∈ domE2 and E2(x) = ω-exponent(C0(0)).
x = 0. �

(83) (i) if ω-exponent((CNF(a⊕ b))(0)) ∈ rng(ω-exponent(CNF(a))) \ rng
(ω-exponent(CNF(b))), then (CNF(a⊕ b))(0) = (CNF(a))(0), and

(ii) if ω-exponent((CNF(a⊕ b))(0)) ∈ rng(ω-exponent(CNF(b))) \ rng
(ω-exponent(CNF(a))), then (CNF(a⊕ b))(0) = (CNF(b))(0), and

(iii) if ω-exponent((CNF(a⊕ b))(0)) ∈ rng(ω-exponent(CNF(a))) ∩ rng
(ω-exponent(CNF(b))), then (CNF(a⊕b))(0) = (CNF(a))(0)+(CNF
(b))(0).
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The theorem is a consequence of (82), (51), and (52).

Let us consider ordinal numbers a, b and an object x. Now we state the
propositions:

(84) (ω-exponent(CNF(a)))(x) ⊆ (ω-exponent(CNF(a⊕ b)))(x).
Proof: Set E1 = ω-exponent(CNF(a)). Set E2 = ω-exponent(CNF(b)).
Set C0 = CNF(a⊕b). Define P[ordinal number] ≡ (ω-exponent(C0))($1) ∈
E1($1). There exists an ordinal number z such that P[z]. Consider y being
an ordinal number such that P[y] and for every ordinal number z such that
P[z] holds y ⊆ z. rng(ω-exponent(C0)) = rngE1∪rngE2. Consider z being
an object such that z ∈ dom(ω-exponent(C0)) and (ω-exponent(C0))(z) =
E1(y). z ∈ y. �

(85) (CNF(a))(x) ⊆ (CNF(a⊕ b))(x).
Proof: Set E1 = ω-exponent(CNF(a)). Set E2 = ω-exponent(CNF(b)).
Set L1 = ω -LC(CNF(a)). Set L2 = ω -LC(CNF(b)). Set C0 = CNF(a⊕b).

Consider C being a Cantor normal form sequence of ordinal numbers
such that a ⊕ b =

∑
C and rng(ω-exponent(C)) = rngE1 ∪ rngE2 and

for every object d such that d ∈ domC holds if ω-exponent(C(d)) ∈
rngE1 \ rngE2, then ω -LC(C(d)) = L1((E1−1)(ω-exponent(C(d)))) and
if ω-exponent(C(d)) ∈ rngE2 \ rngE1, then ω -LC(C(d)) = L2((E2−1)
(ω-exponent(C(d)))) and if ω-exponent(C(d)) ∈ rngE1 ∩ rngE2, then
ω -LC(C(d)) = L1((E1−1)(ω-exponent(C(d)))) + L2((E2−1)(ω-exponent
(C(d)))).

dom(CNF(a)) ⊆ dom(CNF(a⊕ b)). C0(x) = (ω -LC(C0))(x)·
ω(ω-exponent(C0))(x). (CNF(a))(x) = L1(x) · ωE1(x). E1(x) = (ω-exponent
(C0))(x). �

Let us consider ordinal numbers a, b. Now we state the propositions:

(86) a ⊆ a⊕ b. The theorem is a consequence of (64), (85), and (15).

(87) ω-exponent(a⊕ b) = (ω-exponent(a))∪ (ω-exponent(b)). The theorem is
a consequence of (9), (86), (63), (82), and (31).

(88) Let us consider ordinal numbers a, b, c. If a, b ∈ ωc, then a ⊕ b ∈ ωc.
The theorem is a consequence of (69), (10), and (87).

The scheme OrdinalCNFIndA deals with a unary predicate P and states
that

(Sch. 1) For every non empty ordinal number a, P[a]

provided

• for every ordinal number a and for every non zero natural number n,
P[n · ωa] and
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• for every ordinal number a and for every non empty ordinal number
b and for every non zero natural number n such that P[b] and a /∈
rng(ω-exponent(CNF(b))) holds P[b⊕ n · ωa].

The scheme OrdinalCNFIndB deals with a unary predicate P and states
that

(Sch. 2) For every non empty ordinal number a, P[a]

provided

• for every ordinal number a, P[ωa] and

• for every ordinal number a and for every non zero natural number n such
that P[n · ωa] holds P[(n+ 1) · ωa] and

• for every ordinal number a and for every non empty ordinal number
b and for every non zero natural number n such that P[b] and a /∈
rng(ω-exponent(CNF(b))) holds P[b⊕ n · ωa].

The scheme OrdinalCNFIndC deals with a unary predicate P and states
that

(Sch. 3) For every non empty ordinal number a, P[a]

provided

• for every ordinal number a, P[ωa] and

• for every ordinal number a and for every non empty ordinal number b such
that P[b] holds P[b⊕ ωa].

Now we state the propositions:

(89) Let us consider ordinal numbers a, b.
Suppose ω-exponent(a) ∈ ω-exponent(b). Then a ∈ ωω-exponent(b).
Proof: Define P[non empty ordinal number] ≡ for every ordinal number
b such that ω-exponent($1) ∈ ω-exponent(b) holds $1 ∈ ωω-exponent(b).
For every ordinal number c and for every non zero natural number n,
P[n · ωc]. For every ordinal number c and for every non empty ordinal
number d and for every non zero natural number n such that P[d] and
c /∈ rng(ω-exponent(CNF(d))) holds P[d ⊕ n · ωc]. For every non empty
ordinal number a, P[a]. �

(90) Let us consider non empty ordinal numbers a, b. Then ω · a ⊆ b if and
only if ω-exponent(a) ∈ ω-exponent(b). The theorem is a consequence of
(89) and (29).

Let us consider ordinal numbers a, b. Now we state the propositions:
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(91) If ω-exponent(a) ∈ ω-exponent(b), then b−a = b. The theorem is a con-
sequence of (90), (17), and (89).

(92) a+ b ⊆ a⊕ b.
Proof: Define P[natural number] ≡ for every non empty ordinal numbers
a, b such that len CNF(a) = $1 holds a + b ⊆ a ⊕ b. P[1]. For every non
zero natural number n such that P[n] holds P[n+ 1]. For every non zero
natural number n, P[n]. �

Let us consider ordinal numbers a, b, c. Now we state the propositions:

(93) If a⊕ b = a⊕ c, then b = c.
Proof: Set E2 = ω-exponent(CNF(b)). Set E3 = ω-exponent(CNF(c)).
Set L2 = ω -LC(CNF(b)). Set L3 = ω -LC(CNF(c)). rngE2 = rngE3.
E2 = E3. For every object x such that x ∈ domL2 holds L2(x) = L3(x).∑

CNF(b) =
∑

CNF(c). �

(94) If b ∈ c, then a⊕ b ∈ a⊕ c. The theorem is a consequence of (69), (11),
(71), and (68).

(95) If b ⊆ c, then a⊕ b ⊆ a⊕ c. The theorem is a consequence of (94).
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• Endvertices are no cut vertices.

Graphs without edges are rigorously introduced in the following section.
Wilson calls those null graphs ([9]). Bondy and Murty call them empty graphs
([3]), while naming the graph without vertices the null graph. Both notations are
common in the literature. To avoid confusion those graphs are simply introduced
as edgeless here.

To describe the construction of finite graphs starting from the trivial edgeless
K1, finite sequences yielding graphs are needed, which are introduced in the next
section expanding the notation from [7], [1].

The last section contains the formalizations of the main results:

• Adding n vertices to a graph can be done by adding one vertex after
another.

• Any finite edgeless graph can be constructed from K1 by adding one vertex
at a time.

• Any finite (connected) graph can be reconstructed from a spanning (con-
nected) subgraph by adding one edge at a time.

• Any finite graph can be constructed from K1 by adding one vertex or one
edge at a time.

• Any finite tree can be constructed from K1 by adding one vertex and an
edge incident with that vertex at a time.

• Any finite connected graph can be constructed from K1 by adding one
edge or one vertex and an edge incident with that vertex at a time.

• Adding a vertex to a graph and connecting it to a (possibly empty) subset
of the vertices of said graph can be done by first adding the new vertex
and then adding one edge at a time.

• Any finite simple graph can be constructed from K1 by adding one vertex
connecting it to a (possibly empty) subset of the vertices of the previous
contruction step at a time.

• If the finite simple graph is also connected, the subset of adjacent vertices
can be guarantied to be non empty.

The number of operations needed is given for each process in terms of order and
size of the involved graphs. Some proof schemes are presented to make use of
these constructions.
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1. Preliminaries

Let G be a graph and v be a vertex of G. Let us observe that every subgraph
of G induced by {v} is trivial.

Let us consider a graph G, a set X, and a vertex v of G. Now we state the
propositions:

(1) G.edgesBetween(X \ {v}) = G.edgesBetween(X) \ v.edgesInOut().

(2) If v is isolated, then G.edgesBetween(X \ {v}) = G.edgesBetween(X).
The theorem is a consequence of (1).

Let us consider a non-directed-multi graph G and a vertex v of G. Now we
state the propositions:

(3) v.inDegree() = v.inNeighbors().
Proof: Define P[object, object] ≡ $2 joins $1 to v in G. Consider f being
a function such that dom f = v.inNeighbors() and for every object x

such that x ∈ v.inNeighbors() holds P[x, f(x)]. f is a bijection between
v.inNeighbors() and v.edgesIn(). �

(4) v.outDegree() = v.outNeighbors().
Proof: Define P[object, object] ≡ $2 joins v to $1 in G. Consider f being
a function such that dom f = v.outNeighbors() and for every object x
such that x ∈ v.outNeighbors() holds P[x, f(x)]. f is a bijection between
v.outNeighbors() and v.edgesOut(). �

(5) Let us consider a simple graph G, and a vertex v of G. Then v.degree() =

v.allNeighbors().
Proof: v.inNeighbors() ∩ v.outNeighbors() = ∅. �

(6) Let us consider a graph G. Then G is loopless if and only if for every
vertex v of G, v /∈ v.allNeighbors().
Proof: For every object v, there exists no object e such that e joins v
and v in G. �

(7) Let us consider a graph G, and a vertex v of G. Then v is isolated if and
only if v.allNeighbors() = ∅.

(8) Let us consider a graph G1, a set v, and a subgraph G2 of G1 with vertex
v removed. Suppose G1 is trivial or v /∈ the vertices of G1. Then G1 ≈ G2.

(9) Let us consider graphs G1, G2, and a set v. Suppose G1 ≈ G2 and (G1 is
trivial or v /∈ the vertices of G1). Then G2 is a subgraph of G1 with vertex
v removed.

(10) Let us consider a graph G. Suppose there exist vertices v1, v2 of G such
that v1 6= v2. Then G is not trivial.
Proof: α 6= 1, where α is the vertices of G. �
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Let G be a non trivial graph and X be a set. Let us note that every subgraph
of G with edges X removed is non trivial. Now we state the propositions:

(11) Let us consider a finite graph G1, and a subgraph G2 of G1. Then G2 is
spanning if and only if G1.order() = G2.order().

(12) Let us consider a graph G1, and a spanning subgraph G2 of G1. Suppose
the edges of G1 = the edges of G2. Then G1 ≈ G2.

(13) Let us consider a finite graph G1, and a spanning subgraph G2 of G1.
If G1.size() = G2.size(), then G1 ≈ G2. The theorem is a consequence of
(12).

(14) Let us consider a graph G1, a set V , and a subgraph G2 of G1 induced
by V . If G2 is spanning, then G1 ≈ G2.

Let us consider a graph G. Now we state the propositions:

(15) G is not trivial if and only if there exists a subgraph H of G such that
H is not spanning.

(16) If there exists a vertex v of G such that v is endvertex, then G is not
trivial.
Proof: Consider e being an object such that v.edgesInOut() = {e} and
e does not join v and v in G. For every vertex u of G, the vertices of
G 6= {u}. �

(17) Let us consider a graph G1, sets v, e, a subgraph G2 of G1 with vertex
v removed, and a subgraph G3 of G1 with edge e removed. Then every
subgraph of G2 with edge e removed is a subgraph of G3 with vertex v

removed. The theorem is a consequence of (1), (8), and (9).

(18) Let us consider a graph G1, sets v, e, a subgraph G2 of G1 with edge
e removed, and a subgraph G3 of G1 with vertex v removed. Then every
subgraph of G2 with vertex v removed is a subgraph of G3 with edge e
removed. The theorem is a consequence of (1) and (8).

Let G be a finite, connected graph. Note that there exists a subgraph of G
which is spanning, tree-like, connected, and acyclic.

Now we state the propositions:

(19) Let us consider a connected graph G1, and a subgraph G2 of G1. Suppose
the edges of G1 ⊆ the edges of G2. Then G1 ≈ G2.
Proof: The vertices of G1 = the vertices of G2. �

(20) Let us consider a finite, connected graph G1, and a subgraph G2 of G1.
If G1.size() = G2.size(), then G1 ≈ G2. The theorem is a consequence of
(19).

(21) Let us consider a finite, tree-like graph G1, and a spanning, tree-like
subgraph G2 of G1. Then G1 ≈ G2. The theorem is a consequence of (11)
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and (13).

Let G be a non trivial graph. Observe that there exists a subgraph of G
which is non spanning, trivial, and connected.

Now we state the propositions:

(22) Let us consider a graph G, and vertices v1, v2 of G. Suppose v1 /∈
G.reachableFrom(v2).
Then G.reachableFrom(v1) misses G.reachableFrom(v2).

(23) Let us consider a graph G. Then G.componentSet() is a partition of
the vertices of G.
Proof: Set V = the vertices of G. For every subset A of V such that
A ∈ G.componentSet() holds A 6= ∅ and for every subset B of V such that
B ∈ G.componentSet() holds A = B or A misses B. �

(24) Let us consider a graph G, a partition C of the vertices of G, and a vertex
v of G. If C = G.componentSet(),
then EqClass(v, C) = G.reachableFrom(v).

(25) Let us consider a graph G1, vertices v0, v1 of G1, a subgraph G2 of G1
with vertex v0 removed, and a vertex v2 of G2. Suppose v0 is endvertex and
v1 = v2 and v1 ∈ G1.reachableFrom(v0). Then G2.reachableFrom(v2) =
(G1.reachableFrom(v1)) \ {v0}.
Proof: G1 is not trivial. For every object w, w ∈ G2.reachableFrom(v2)
iff w ∈ G1.reachableFrom(v1) and w /∈ {v0}. �

(26) Let us consider a non trivial graph G1, vertices v0, v1 of G1, a sub-
graph G2 of G1 with vertex v0 removed, and a vertex v2 of G2. Suppose
v1 = v2 and v1 /∈ G1.reachableFrom(v0). Then G2.reachableFrom(v2) =
G1.reachableFrom(v1).
Proof: For every object w such that w ∈ G1.reachableFrom(v1) holds
w ∈ G2.reachableFrom(v2). �

(27) Let us consider a non trivial, finite, tree-like graph G, and a vertex v of
G. If G.order() = 2, then v is endvertex.

Let G be a non trivial, connected graph and v be a vertex of G. Observe
that v.allNeighbors() is non empty.

Now we state the propositions:

(28) Let us consider a tree T , and a vertex a of T . Then T .pathBetween(a, a) =
T .walkOf(a).

(29) Let us consider a tree T , vertices a, b of T , and an object e. If e joins a
and b in T , then T .pathBetween(a, b) = T .walkOf(a, e, b).

(30) Let us consider a non trivial, finite tree T , and a vertex v of T . Then
there exist vertices v1, v2 of T such that
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(i) v1 6= v2, and

(ii) v1 is endvertex, and

(iii) v2 is endvertex, and

(iv) v ∈ (T .pathBetween(v1, v2)).vertices().

Proof: Define P[natural number] ≡ for every non trivial, finite tree T
for every vertex v of T such that T .order() = $1 + 2 there exist vertices
v1, v2 of T such that v1 6= v2 and v1 is endvertex and v2 is endvertex and
v ∈ (T .pathBetween(v1, v2)).vertices(). P[0]. For every natural number k
such that P[k] holds P[k+ 1]. For every natural number k, P[k]. Consider
k being a natural number such that T .order() = 2 + k. �

(31) Let us consider a non trivial, finite, tree-like graph G1, and a non span-
ning, connected subgraph G2 of G1. Then there exists a vertex v of G1
such that

(i) v is endvertex, and

(ii) v /∈ the vertices of G2.

The theorem is a consequence of (30).

(32) Let us consider graphs G2, G3, a set V , and a supergraph G1 of G2 exten-
ded by the vertices from V . Suppose G2 ≈ G3. Then G1 is a supergraph
of G3 extended by the vertices from V .

(33) Let us consider a graphG2, and a supergraphG1 ofG2. Suppose the edges
of G1 = the edges of G2. Then G1 is a supergraph of G2 extended by the
vertices from (the vertices of G1) \ (the vertices of G2).

(34) Let us consider a finite graph G1, and a subgraph G2 of G1. Suppose
G1.size() = G2.size(). Then G1 is a supergraph of G2 extended by the
vertices from (the vertices of G1) \ (the vertices of G2). The theorem is
a consequence of (33).

(35) Let us consider a non trivial graph G1, a vertex v of G1, and a subgraph
G2 of G1 with vertex v removed. If v is isolated, then G1 is a supergraph
of G2 extended by v. The theorem is a consequence of (2).

(36) Let us consider graphs G2, G3, objects v1, e, v2, and a supergraph G1
of G2 extended by e between vertices v1 and v2. Suppose G2 ≈ G3. Then
G1 is a supergraph of G3 extended by e between vertices v1 and v2.

(37) Let us consider a graph G1, a set e, and a subgraph G2 of G1 with edge
e removed. Suppose e ∈ the edges of G1. Then G1 is a supergraph of G2
extended by e between vertices (the source of G1)(e) and (the target of
G1)(e).
Proof: Set u = (the source of G1)(e). Set w = (the target of G1)(e). For
every object e0 such that e0 ∈ dom(the source of G1) holds (the source of
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G1)(e0) = ((the source ofG2)+·(e 7−→. u))(e0). For every object e0 such that
e0 ∈ dom(the target of G1) holds (the target of G1)(e0) = ((the target of
G2)+·(e7−→. w))(e0). �

(38) Let us consider a non trivial graph G1, a vertex v of G1, an object e, and
a subgraphG2 ofG1 with vertex v removed. Suppose {e} = v.edgesInOut()
and e does not join v and v in G1. Then G1 is supergraph of G2 extended
by v.adj(e), v and e between them or supergraph of G2 extended by v,
v.adj(e) and e between them. The theorem is a consequence of (1).

(39) Let us consider a graph G2, vertices v1, v2 of G2, an object e, a super-
graph G1 of G2 extended by e between vertices v1 and v2, a vertex w of
G1, and a vertex v of G2. Suppose v2 ∈ G2.reachableFrom(v1) and v = w.
Then G1.reachableFrom(w) = G2.reachableFrom(v).

(40) Let us consider a graph G2, vertices v1, v2 of G2, an object e, and a super-
graph G1 of G2 extended by e between vertices v1 and v2. Suppose v2 ∈
G2.reachableFrom(v1). Then G1.componentSet() = G2.componentSet().
The theorem is a consequence of (39).

(41) Let us consider a graph G2, vertices v1, v2 of G2, an object e, a super-
graph G1 of G2 extended by e between vertices v1 and v2, and vertices w1,
w2 of G1. Suppose e /∈ the edges of G2 and w1 = v1 and w2 = v2. Then
w2 ∈ G1.reachableFrom(w1).

(42) Let us consider a graph G2, vertices v1, v2 of G2, an object e, a super-
graph G1 of G2 extended by e between vertices v1 and v2, and a vertex w1
of G1. Suppose e /∈ the edges of G2 and w1 = v1. Then G1.reachableFrom
(w1) = (G2.reachableFrom(v1)) ∪ (G2.reachableFrom(v2)).
Proof: For every object x such that x ∈ G1.reachableFrom(w1) holds x
∈ (G2.reachableFrom(v1)) ∪ (G2.reachableFrom(v2)). G2.reachableFrom
(v2) ⊆ G1.reachableFrom(w1). �

(43) Let us consider a graph G2, vertices v1, v2 of G2, an object e, a su-
pergraph G1 of G2 extended by e between vertices v1 and v2, a ver-
tex w of G1, and a vertex v of G2. Suppose e /∈ the edges of G2 and
v = w and v /∈ G2.reachableFrom(v1) and v /∈ G2.reachableFrom(v2).
Then G1.reachableFrom(w) = G2.reachableFrom(v).
Proof: For every object x such that x ∈ G1.reachableFrom(w) holds
x ∈ G2.reachableFrom(v). �

(44) Let us consider a graph G2, vertices v1, v2 of G2, an object e, and
a supergraph G1 of G2 extended by e between vertices v1 and v2. Suppose
e /∈ the edges of G2. Then G1.componentSet() = (G2.componentSet() \
{G2.reachableFrom(v1), G2.reachableFrom(v2)}) ∪ {(G2.reachableFrom
(v1)) ∪ (G2.reachableFrom(v2))}.
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(45) Let us consider a graph G1, a vertex v of G1, and a subgraph G2 of G1
with vertex v removed. If v is endvertex, then G1.numComponents() =
G2.numComponents().
Proof: G1 is not trivial. There exists a function f such that f is one-
to-one and dom f = G1.componentSet() and rng f = G2.componentSet().
�

Let G be a graph. One can check that every vertex of G which is endvertex
is also non cut-vertex. Now we state the propositions:

(46) Let us consider a non trivial, finite, connected graph G1, and a non
spanning, connected subgraph G2 of G1. Then there exists a vertex v of
G1 such that

(i) v is not cut-vertex, and

(ii) v /∈ the vertices of G2.

Proof: Define P[natural number] ≡ for every non trivial, finite, connec-
ted graph G1 for every non spanning, connected subgraph G2 of G1 such
that G1.order() + $1 = G1.size() + 1 there exists a vertex v of G1 such
that v is not cut-vertex and v /∈ the vertices of G2. P[0]. For every natural
number k such that P[k] holds P[k+1]. For every natural number k, P[k].
�

(47) Let us consider a non trivial, simple graph G1, a vertex v of G1, and
a subgraph G2 of G1 with vertex v removed. Then G1 is a supergraph of
G2 extended by vertex v and edges between v and v.allNeighbors() of G2.

2. Edgeless and Non Edgeless Graphs

Let G be a graph. We say that G is edgeless if and only if

(Def. 1) the edges of G = ∅.
Let us consider a graph G. Now we state the propositions:

(48) G is edgeless if and only if α = 0, where α is the edges of G.

(49) G is edgeless if and only if G.size() = 0.

Let G be a graph. Observe that every subgraph of G with edges the edges of
G removed is edgeless and there exists a graph which is edgeless and there exists
a subgraph of G which is edgeless and spanning and there exists a subgraph of
G which is edgeless and trivial.

Let G be an edgeless graph. One can check that the edges of G is empty
and every graph which is edgeless is also non-multi, non-directed-multi, loopless,
simple, and directed-simple and every graph which is trivial and loopless is also
edgeless.
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Let V be a non empty set and S, T be functions from ∅ into V . One can
check that createGraph(V, ∅, S, T ) is edgeless.

Now we state the propositions:

(50) Let us consider an edgeless graph G, and objects e, v1, v2. Then

(i) e does not join v1 and v2 in G, and

(ii) e does not join v1 to v2 in G.

(51) Let us consider an edgeless graph G, an object e, and sets X, Y. Then

(i) e does not join a vertex from X and a vertex from Y in G, and

(ii) e does not join a vertex from X to a vertex from Y in G.

(52) Let us consider graphs G1, G2. If G1 ≈ G2, then if G1 is edgeless, then
G2 is edgeless.

Let G be an edgeless graph. Let us observe that every walk of G is trivial
and every subgraph of G is edgeless.

Let X be a set. Note that G.edgesInto(X) is empty and G.edgesOutOf(X)
is empty and G.edgesInOut(X) is empty and G.edgesBetween(X) is empty and
G.set(WeightSelector, X) is edgeless and G.set(ELabelSelector, X) is edgeless
and G.set(VLabelSelector, X) is edgeless and every supergraph of G extended
by the vertices from X is edgeless and every graph given by reversing directions
of the edges X of G is edgeless.

Let Y be a set. Let us note that G.edgesBetween(X,Y ) is empty and
G.edgesDBetween(X,Y ) is empty and every graph which is edgeless is also

acyclic and chordal and every graph which is trivial and edgeless is also tree-like
and every graph which is non trivial and edgeless is also non connected, non
tree-like, and non complete and every graph which is connected and edgeless is
also trivial.

Now we state the propositions:

(53) Let us consider an edgeless graph G1, and a subgraph G2 of G1. Then
G1 is a supergraph of G2 extended by the vertices from (the vertices of
G1) \ (the vertices of G2). The theorem is a consequence of (33).

(54) Let us consider a graph G2, vertices v1, v2 of G2, an object e, and
a supergraph G1 of G2 extended by e between vertices v1 and v2. Suppose
e /∈ the edges of G2. Then G1 is not edgeless.

(55) Let us consider a graph G2, a vertex v1 of G2, objects e, v2, and a su-
pergraph G1 of G2 extended by v1, v2 and e between them. Suppose
v2 /∈ the vertices of G2 and e /∈ the edges of G2. Then G1 is not edge-
less.

(56) Let us consider a graph G2, objects v1, e, a vertex v2 of G2, and a su-
pergraph G1 of G2 extended by v1, v2 and e between them. Suppose
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v1 /∈ the vertices of G2 and e /∈ the edges of G2. Then G1 is not edge-
less.

(57) Let us consider a graph G2, an object v, a non empty subset V of the ver-
tices of G2, and a supergraph G1 of G2 extended by vertex v and edges
between v and V of G2. Suppose v /∈ the vertices of G2. Then G1 is not
edgeless.

Let G be a graph. Let us observe that every supergraph of G extended by
vertex the vertices of G and edges from the vertices of G to the vertices of G
is non edgeless and every supergraph of G extended by vertex the vertices of
G and edges from the vertices of G to the vertices of G is non edgeless and
every supergraph of G extended by vertex the vertices of G and edges between
the vertices of G and the vertices of G is non edgeless.

Let v be a vertex of G. Let us note that every supergraph of G extended by
v, the vertices of G and the edges of G between them is non edgeless and every
supergraph of G extended by the vertices of G, v and the edges of G between
them is non edgeless.

Let w be a vertex of G. Let us note that every supergraph of G extended by
the edges of G between vertices v and w is non edgeless.

Let G be an edgeless graph. Note that every component of G is trivial and
v.edgesIn() is empty and v.edgesOut() is empty and v.edgesInOut() is emp-
ty and every vertex of G is isolated, non cut-vertex, and non endvertex and
v.inDegree() is empty and v.outDegree() is empty and v.inNeighbors() is empty
and v.outNeighbors() is empty and v.degree() is empty and v.allNeighbors() is
empty and there exists a graph which is trivial, finite, and edgeless and there
exists a graph which is non trivial, finite, and edgeless and there exists a graph
which is trivial, finite, and non edgeless and there exists a graph which is non
trivial, finite, and non edgeless.

Let G be a non edgeless graph. One can check that the edges of G is non
empty and every supergraph of G is non edgeless.

Let X be a set. One can verify that every graph given by reversing directions
of the edges X of G is non edgeless and G.set(WeightSelector, X) is non edgeless
and G.set(ELabelSelector, X) is non edgeless and G.set(VLabelSelector, X) is
non edgeless.

An edge of G is an element of the edges of G. Now we state the proposition:

(58) Let us consider a finite, edgeless graph G1, and a subgraph G2 of G1. If
G1.order() = G2.order(), then G1 ≈ G2.

Let F be a graph-yielding function. We say that F is edgeless if and only if

(Def. 2) for every object x such that x ∈ domF there exists a graph G such that
F (x) = G and G is edgeless.
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Let F be a non empty, graph-yielding function. Note that F is edgeless if
and only if the condition (Def. 3) is satisfied.

(Def. 3) for every element x of domF , F (x) is edgeless.

Let S be a graph sequence. Let us note that S is edgeless if and only if the
condition (Def. 4) is satisfied.

(Def. 4) for every natural number n, S(n) is edgeless.

Let us observe that every graph-yielding function which is trivial and loopless
is also edgeless and every graph-yielding function which is edgeless is also non-
multi, non-directed-multi, loopless, simple, directed-simple, and acyclic.

Let F be an edgeless, non empty, graph-yielding function and x be an ele-
ment of domF . Observe that F (x) is edgeless.

Let S be an edgeless graph sequence and x be a natural number. Observe
that S(x) is edgeless.

3. Finite Graph Sequences

Let G be a graph. Note that 〈G〉 is graph-yielding.
Let G be a finite graph. Let us note that 〈G〉 is finite.
Let G be a loopless graph. Observe that 〈G〉 is loopless.
Let G be a trivial graph. Let us observe that 〈G〉 is trivial.
Let G be a non trivial graph. Let us observe that 〈G〉 is nontrivial.
Let G be a non-multi graph. One can verify that 〈G〉 is non-multi.
Let G be a non-directed-multi graph. One can check that 〈G〉 is non-directed-

multi.
Let G be a simple graph. Note that 〈G〉 is simple.
Let G be a directed-simple graph. Let us note that 〈G〉 is directed-simple.
Let G be a connected graph. Observe that 〈G〉 is connected.
Let G be an acyclic graph. Let us observe that 〈G〉 is acyclic.
Let G be a tree-like graph. One can verify that 〈G〉 is tree-like.
Let G be an edgeless graph. One can check that 〈G〉 is edgeless and the-

re exists a finite sequence which is empty and graph-yielding and there exists
a finite sequence which is non empty and graph-yielding.

Let p be a non empty, graph-yielding finite sequence. Note that p(1) is
function-like and relation-like and p(len p) is function-like and relation-like and
p(1) is finite and N-defined and p(len p) is finite and N-defined and p(1) is graph-
like and p(len p) is graph-like and there exists a graph-yielding finite sequence
which is non empty, finite, loopless, trivial, non-multi, non-directed-multi, sim-
ple, directed-simple, connected, acyclic, tree-like, and edgeless and there exists
a graph-yielding finite sequence which is non empty, finite, loopless, nontrivial,
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non-multi, non-directed-multi, simple, directed-simple, connected, acyclic, and
tree-like.

Let p be a graph-yielding finite sequence and n be a natural number. Let us
observe that p�n is graph-yielding and p�n is graph-yielding.

Let m be a natural number. Note that smid(p,m, n) is graph-yielding and
〈p(m), . . . , p(n)〉 is graph-yielding.

Let p be a finite, graph-yielding finite sequence. One can verify that p�n is
finite and p�n is finite and smid(p,m, n) is finite and 〈p(m), . . . , p(n)〉 is finite.

Let p be a loopless, graph-yielding finite sequence. One can verify that p�n
is loopless and p�n is loopless and smid(p,m, n) is loopless and 〈p(m), . . . , p(n)〉
is loopless.

Let p be a trivial, graph-yielding finite sequence. One can verify that p�n
is trivial and p�n is trivial and smid(p,m, n) is trivial and 〈p(m), . . . , p(n)〉 is
trivial.

Let p be a nontrivial, graph-yielding finite sequence. One can verify that p�n
is nontrivial and p�n is nontrivial and smid(p,m, n) is nontrivial and
〈p(m), . . . , p(n)〉 is nontrivial.
Let p be a non-multi, graph-yielding finite sequence. One can verify that p�n

is non-multi and p�n is non-multi and smid(p,m, n) is non-multi and
〈p(m), . . . , p(n)〉 is non-multi.
Let p be a non-directed-multi, graph-yielding finite sequence. One can verify

that p�n is non-directed-multi and p�n is non-directed-multi and smid(p,m, n)
is non-directed-multi and 〈p(m), . . . , p(n)〉 is non-directed-multi.

Let p be a simple, graph-yielding finite sequence. One can verify that p�n
is simple and p�n is simple and smid(p,m, n) is simple and 〈p(m), . . . , p(n)〉 is
simple.

Let p be a directed-simple, graph-yielding finite sequence. One can verify that
p�n is directed-simple and p�n is directed-simple and smid(p,m, n) is directed-
simple and 〈p(m), . . . , p(n)〉 is directed-simple.

Let p be a connected, graph-yielding finite sequence. One can verify that p�n
is connected and p�n is connected and smid(p,m, n) is connected and
〈p(m), . . . , p(n)〉 is connected.
Let p be an acyclic, graph-yielding finite sequence. One can verify that p�n

is acyclic and p�n is acyclic and smid(p,m, n) is acyclic and 〈p(m), . . . , p(n)〉 is
acyclic.

Let p be a tree-like, graph-yielding finite sequence. One can verify that p�n
is tree-like and p�n is tree-like and smid(p,m, n) is tree-like and 〈p(m), . . . , p(n)〉
is tree-like.

Let p be an edgeless, graph-yielding finite sequence. One can verify that p�n
is edgeless and p�n is edgeless and smid(p,m, n) is edgeless and 〈p(m), . . . , p(n)〉
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is edgeless.
Let p, q be graph-yielding finite sequences. Let us note that p a q is graph-

yielding and p aa q is graph-yielding.
Let p, q be finite, graph-yielding finite sequences. Let us observe that p a q

is finite and p aa q is finite.
Let p, q be loopless, graph-yielding finite sequences. Let us observe that pa q

is loopless and p aa q is loopless.
Let p, q be trivial, graph-yielding finite sequences. Let us observe that p a q

is trivial and p aa q is trivial.
Let p, q be nontrivial, graph-yielding finite sequences. Let us observe that

p a q is nontrivial and p aa q is nontrivial.
Let p, q be non-multi, graph-yielding finite sequences. Observe that p a q is

non-multi and p aa q is non-multi.
Let p, q be non-directed-multi, graph-yielding finite sequences. Observe that

p a q is non-directed-multi and p aa q is non-directed-multi.
Let p, q be simple, graph-yielding finite sequences. Observe that p a q is

simple and p aa q is simple.
Let p, q be directed-simple, graph-yielding finite sequences. One can verify

that p a q is directed-simple and p aa q is directed-simple.
Let p, q be connected, graph-yielding finite sequences. Note that p a q is

connected and p aa q is connected.
Let p, q be acyclic, graph-yielding finite sequences. Note that pa q is acyclic

and p aa q is acyclic.
Let p, q be tree-like, graph-yielding finite sequences. Note that p a q is tree-

like and p aa q is tree-like.
Let p, q be edgeless, graph-yielding finite sequences. Observe that p a q is

edgeless and p aa q is edgeless.
Let G1, G2 be graphs. Note that 〈G1, G2〉 is graph-yielding.
Let G3 be a graph. Let us note that 〈G1, G2, G3〉 is graph-yielding.
Let G1, G2 be finite graphs. Let us observe that 〈G1, G2〉 is finite.
Let G3 be a finite graph. One can verify that 〈G1, G2, G3〉 is finite.
Let G1, G2 be loopless graphs. Note that 〈G1, G2〉 is loopless.
Let G3 be a loopless graph. Let us note that 〈G1, G2, G3〉 is loopless.
Let G1, G2 be trivial graphs. Let us observe that 〈G1, G2〉 is trivial.
Let G3 be a trivial graph. One can verify that 〈G1, G2, G3〉 is trivial.
Let G1, G2 be non trivial graphs. One can check that 〈G1, G2〉 is nontrivial.
Let G3 be a non trivial graph. One can check that 〈G1, G2, G3〉 is nontrivial.
Let G1, G2 be non-multi graphs. Let us note that 〈G1, G2〉 is non-multi.
Let G3 be a non-multi graph. Observe that 〈G1, G2, G3〉 is non-multi.
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Let G1, G2 be non-directed-multi graphs. One can verify that 〈G1, G2〉 is
non-directed-multi.

Let G3 be a non-directed-multi graph. One can check that 〈G1, G2, G3〉 is
non-directed-multi.

Let G1, G2 be simple graphs. Let us note that 〈G1, G2〉 is simple.
Let G3 be a simple graph. Observe that 〈G1, G2, G3〉 is simple.
LetG1,G2 be directed-simple graphs. One can verify that 〈G1, G2〉 is directed-

simple.
Let G3 be a directed-simple graph. One can check that 〈G1, G2, G3〉 is

directed-simple.
Let G1, G2 be connected graphs. Let us note that 〈G1, G2〉 is connected.
Let G3 be a connected graph. Observe that 〈G1, G2, G3〉 is connected.
Let G1, G2 be acyclic graphs. One can verify that 〈G1, G2〉 is acyclic.
Let G3 be an acyclic graph. One can check that 〈G1, G2, G3〉 is acyclic.
Let G1, G2 be tree-like graphs. Let us note that 〈G1, G2〉 is tree-like.
Let G3 be a tree-like graph. Observe that 〈G1, G2, G3〉 is tree-like.
Let G1, G2 be edgeless graphs. One can verify that 〈G1, G2〉 is edgeless.
Let G3 be an edgeless graph. One can check that 〈G1, G2, G3〉 is edgeless.

4. Construction of Finite Graphs

Now we state the propositions:

(59) Let us consider a graph G2, a finite set V , and a supergraph G1 of G2
extended by the vertices from V . Then there exists a non empty, graph-
yielding finite sequence p such that

(i) p(1) ≈ G2, and

(ii) p(len p) = G1, and

(iii) len p = V \ α + 1, and

(iv) for every element n of dom p such that n ¬ len p − 1 there exists
a vertex v of G1 such that p(n+ 1) is a supergraph of p(n) extended
by v and v /∈ the vertices of p(n),

where α is the vertices of G2.
Proof: Define P[natural number] ≡ for every finite set V for every su-
pergraph G1 of G2 extended by the vertices from V such that
V \ (the vertices of G2) = $1 there exists a non empty, graph-yielding
finite sequence p such that p(1) ≈ G2 and p(len p) = G1 and len p =

V \ (the vertices of G2) + 1 and for every element n of dom p such that
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n ¬ len p−1 there exists a vertex v of G1 such that p(n+1) is a supergraph
of p(n) extended by v and v /∈ the vertices of p(n).
P[0]. For every natural number k such that P[k] holds P[k + 1]. For

every natural number k, P[k]. �

(60) Let us consider a finite graph G, and a subgraph H of G. Suppose
G.size() = H.size(). Then there exists a non empty, finite, graph-yielding
finite sequence p such that

(i) p(1) ≈ H, and

(ii) p(len p) = G, and

(iii) len p = G.order()−H.order() + 1, and

(iv) for every element n of dom p such that n ¬ len p − 1 there exists
a vertex v of G such that p(n+ 1) is a supergraph of p(n) extended
by v and v /∈ the vertices of p(n).

Proof: Set V = (the vertices of G)\(the vertices of H). G is a supergraph
of H extended by the vertices from V . Consider p being a non empty,
graph-yielding finite sequence such that p(1) ≈ H and p(len p) = G and

len p = V \ α + 1, where α is the vertices of H and for every element n
of dom p such that n ¬ len p − 1 there exists a vertex v of G such that
p(n + 1) is a supergraph of p(n) extended by v and v /∈ the vertices of
p(n).

Define P[natural number] ≡ for every element n of dom p such that
$1 = n holds p(n) is finite. For every non zero natural number k such that
P[k] holds P[k+ 1]. For every non zero natural number k, P[k]. For every
element x of dom p, p(x) is finite. �

(61) Let us consider a finite, edgeless graph G, and a subgraph H of G. Then
there exists a non empty, finite, edgeless, graph-yielding finite sequence
p such that

(i) p(1) ≈ H, and

(ii) p(len p) = G, and

(iii) len p = G.order()−H.order() + 1, and

(iv) for every element n of dom p such that n ¬ len p − 1 there exists
a vertex v of G such that p(n+ 1) is a supergraph of p(n) extended
by v and v /∈ the vertices of p(n).

Proof: G.size() = 0. Consider p being a non empty, finite, graph-
yielding finite sequence such that p(1) ≈ H and p(len p) = G and len p =
G.order() − H.order() + 1 and for every element n of dom p such that
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n ¬ len p − 1 there exists a vertex v of G such that p(n + 1) is a super-
graph of p(n) extended by v and v /∈ the vertices of p(n). Define P[natural
number] ≡ for every element n of dom p such that $1 = n holds p(n) is
edgeless.
P[1]. For every non zero natural number k such that P[k] holds P[k+

1]. For every non zero natural number k, P[k]. For every element x of
dom p, p(x) is edgeless. �

(62) Let us consider a finite, edgeless graph G. Then there exists a non empty,
finite, edgeless, graph-yielding finite sequence p such that

(i) p(1) is trivial and edgeless, and

(ii) p(len p) = G, and

(iii) len p = G.order(), and

(iv) for every element n of dom p such that n ¬ len p − 1 there exists
a vertex v of G such that p(n+ 1) is a supergraph of p(n) extended
by v and v /∈ the vertices of p(n).

The theorem is a consequence of (61) and (52).

The scheme FinEdgelessGraphs deals with a unary predicate P and states
that

(Sch. 1) For every finite, edgeless graph G, P[G]

provided

• for every trivial, edgeless graph G, P[G] and

• for every finite, edgeless graph G2 and for every object v and for every
supergraph G1 of G2 extended by v such that v /∈ the vertices of G2 and
P[G2] holds P[G1].

Now we state the propositions:

(63) Let us consider a non empty, graph-yielding finite sequence p. Suppose
p(1) is edgeless and for every element n of dom p such that n ¬ len p − 1
there exists an object v such that p(n+1) is a supergraph of p(n) extended
by v. Then p(len p) is edgeless.
Proof: Define P[natural number] ≡ for every non empty, graph-yielding
finite sequence p such that len p = $1 and p(1) is edgeless and for every
element n of dom p such that n ¬ len p−1 there exists an object v such that
p(n+ 1) is a supergraph of p(n) extended by v holds p(len p) is edgeless.

For every non zero natural number m such that P[m] holds P[m+ 1].
For every non zero natural number m, P[m]. �

(64) Let us consider a finite graph G, and a spanning subgraph H of G. Then
there exists a non empty, finite, graph-yielding finite sequence p such that
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(i) p(1) ≈ H, and

(ii) p(len p) = G, and

(iii) len p = G.size()−H.size() + 1, and

(iv) for every element n of dom p such that n ¬ len p − 1 there exist
vertices v1, v2 of G and there exists an object e such that p(n+ 1) is
a supergraph of p(n) extended by e between vertices v1 and v2 and
e ∈ (the edges of G) \ (the edges of p(n)) and v1, v2 ∈ the vertices
of p(n).

Proof: Define P[natural number] ≡ for every spanning subgraph H of
G such that G.size() − H.size() = $1 there exists a non empty, finite,
graph-yielding finite sequence p such that p(1) ≈ H and p(len p) = G and
len p = G.size()−H.size() + 1 and for every element n of dom p such that
n ¬ len p−1 there exist vertices v1, v2 ofG and there exists an object e such
that p(n+1) is a supergraph of p(n) extended by e between vertices v1 and
v2 and e ∈ (the edges of G) \ (the edges of p(n)) and v1, v2 ∈ the vertices
of p(n).
P[0]. For every natural number k such that P[k] holds P[k + 1]. For

every natural number k, P[k]. �

(65) Let us consider a finite graph G. Then there exists a non empty, finite,
graph-yielding finite sequence p such that

(i) p(1) is edgeless, and

(ii) p(len p) = G, and

(iii) len p = G.size() + 1, and

(iv) for every element n of dom p such that n ¬ len p − 1 there exist
vertices v1, v2 of G and there exists an object e such that p(n+ 1) is
a supergraph of p(n) extended by e between vertices v1 and v2 and
e ∈ (the edges of G) \ (the edges of p(n)) and v1, v2 ∈ the vertices
of p(n).

The theorem is a consequence of (64), (52), and (49).

(66) Let us consider a finite, connected graph G, and a spanning, connected
subgraph H of G. Then there exists a non empty, finite, connected, graph-
yielding finite sequence p such that

(i) p(1) ≈ H, and

(ii) p(len p) = G, and

(iii) len p = G.size()−H.size() + 1, and
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(iv) for every element n of dom p such that n ¬ len p − 1 there exist
vertices v1, v2 of G and there exists an object e such that p(n+ 1) is
a supergraph of p(n) extended by e between vertices v1 and v2 and
e ∈ (the edges of G) \ (the edges of p(n)) and v1, v2 ∈ the vertices
of p(n).

Proof: Consider p being a non empty, finite, graph-yielding finite sequen-
ce such that p(1) ≈ H and p(len p) = G and len p = G.size()−H.size()+1
and for every element n of dom p such that n ¬ len p−1 there exist vertices
v1, v2 of G and there exists an object e such that p(n+ 1) is a supergraph
of p(n) extended by e between vertices v1 and v2 and e ∈ (the edges of
G) \ (the edges of p(n)) and v1, v2 ∈ the vertices of p(n).

Define P[natural number] ≡ for every element n of dom p such that
$1 = n holds p(n) is connected. For every non zero natural number k such
that P[k] holds P[k + 1]. For every non zero natural number k, P[k]. For
every element x of dom p, p(x) is connected. �

(67) Let us consider a finite graph G1, and a subgraph H of G1. Then there
exists a spanning subgraph G2 of G1 and there exists a non empty, finite,
graph-yielding finite sequence p such that H.size() = G2.size() and p(1) ≈
H and p(len p) = G2 and len p = G1.order()−H.order() + 1 and for every
element n of dom p such that n ¬ len p−1 there exists a vertex v of G1 such
that p(n+ 1) is a supergraph of p(n) extended by v and v /∈ the vertices
of p(n).
Proof: Set V = (the vertices of G1) \ (the vertices of H). Set G2 =
the supergraph of H extended by the vertices from V . Consider p be-
ing a non empty, graph-yielding finite sequence such that p(1) ≈ H and

p(len p) = G2 and len p = V \ α + 1, where α is the vertices of H and
for every element n of dom p such that n ¬ len p− 1 there exists a vertex
v of G2 such that p(n + 1) is a supergraph of p(n) extended by v and
v /∈ the vertices of p(n).

Define P[natural number] ≡ for every element n of dom p such that
$1 = n holds p(n) is finite. For every non zero natural number k such that
P[k] holds P[k+ 1]. For every non zero natural number k, P[k]. For every
element x of dom p, p(x) is finite. G2 is a subgraph of G1. Consider v being
a vertex of G2 such that p(n + 1) is a supergraph of p(n) extended by v

and v /∈ the vertices of p(n). �

(68) Let us consider a finite graph G, and a subgraph H of G. Then there
exists a non empty, finite, graph-yielding finite sequence p such that

(i) p(1) ≈ H, and

(ii) p(len p) = G, and
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(iii) len p = G.order() +G.size()− (H.order() +H.size()) + 1, and

(iv) for every element n of dom p such that n ¬ len p−1 holds there exist
vertices v1, v2 of G and there exists an object e such that p(n+ 1) is
a supergraph of p(n) extended by e between vertices v1 and v2 and
e ∈ (the edges of G)\ (the edges of p(n)) and v1, v2 ∈ the vertices of
p(n) or there exists a vertex v of G such that p(n+1) is a supergraph
of p(n) extended by v and v /∈ the vertices of p(n).

The theorem is a consequence of (67), (64), (36), and (60).

(69) Let us consider a finite graph G. Then there exists a non empty, finite,
graph-yielding finite sequence p such that

(i) p(1) is trivial and edgeless, and

(ii) p(len p) = G, and

(iii) len p = G.order() +G.size(), and

(iv) for every element n of dom p such that n ¬ len p−1 holds there exist
vertices v1, v2 of G and there exists an object e such that p(n+ 1) is
a supergraph of p(n) extended by e between vertices v1 and v2 and
e ∈ (the edges of G)\ (the edges of p(n)) and v1, v2 ∈ the vertices of
p(n) or there exists a vertex v of G such that p(n+1) is a supergraph
of p(n) extended by v and v /∈ the vertices of p(n).

The theorem is a consequence of (68), (52), and (49).

The scheme FinGraphs deals with a unary predicate P and states that

(Sch. 2) For every finite graph G, P[G]

provided

• for every trivial, edgeless graph G, P[G] and

• for every finite graph G2 and for every object v and for every supergraph
G1 of G2 extended by v such that v /∈ the vertices of G2 and P[G2] holds
P[G1] and

• for every finite graph G2 and for every vertices v1, v2 of G2 and for every
object e and for every supergraph G1 of G2 extended by e between vertices
v1 and v2 such that e /∈ the edges of G2 and P[G2] holds P[G1].

Now we state the propositions:

(70) Let us consider a non empty, graph-yielding finite sequence p. Suppose
p(1) is finite and for every element n of dom p such that n ¬ len p−1 holds
there exists an object v such that p(n+1) is a supergraph of p(n) extended
by v or there exist objects v1, e, v2 such that p(n+ 1) is a supergraph of
p(n) extended by e between vertices v1 and v2. Then p(len p) is finite.
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Proof: Define Q[natural number] ≡ if $1 ¬ len p, then there exists an ele-
ment k of dom p such that $1 = k and p(k) is finite. Q[1]. For every non
zero natural number m such that Q[m] holds Q[m+ 1].

For every non zero natural number m, Q[m]. Consider k being an ele-
ment of dom p such that len p = k and p(k) is finite. �

(71) Let us consider a finite, tree-like graph G, and a connected subgraph
H of G. Then there exists a non empty, finite, tree-like, graph-yielding
finite sequence p such that

(i) p(1) ≈ H, and

(ii) p(len p) = G, and

(iii) len p = G.order()−H.order() + 1, and

(iv) for every element n of dom p such that n ¬ len p − 1 there exist
vertices v1, v2 of G and there exists an object e such that p(n + 1)
is a supergraph of p(n) extended by v1, v2 and e between them and
e ∈ (the edges of G) \ (the edges of p(n)) and (v1 ∈ the vertices of
p(n) and v2 /∈ the vertices of p(n) or v1 /∈ the vertices of p(n) and
v2 ∈ the vertices of p(n)).

Proof: Define P[natural number] ≡ for every finite, tree-like graph G for
every connected subgraph H of G such that $1 = G.order() − H.order()
there exists a non empty, finite, tree-like, graph-yielding finite sequence p
such that p(1) ≈ H and p(len p) = G and len p = G.order()−H.order()+1
and for every element n of dom p such that n ¬ len p−1 there exist vertices
v1, v2 of G and there exists an object e such that p(n+ 1) is a supergraph
of p(n) extended by v1, v2 and e between them and e ∈ (the edges of
G)\(the edges of p(n)) and (v1 ∈ the vertices of p(n) and v2 /∈ the vertices
of p(n) or v1 /∈ the vertices of p(n) and v2 ∈ the vertices of p(n)).
P[0]. For every natural number k such that P[k] holds P[k + 1]. For

every natural number k, P[k]. �

(72) Let us consider a finite, tree-like graph G. Then there exists a non empty,
finite, tree-like, graph-yielding finite sequence p such that

(i) p(1) is trivial and edgeless, and

(ii) p(len p) = G, and

(iii) len p = G.order(), and

(iv) for every element n of dom p such that n ¬ len p − 1 there exist
vertices v1, v2 of G and there exists an object e such that p(n + 1)
is a supergraph of p(n) extended by v1, v2 and e between them and
e ∈ (the edges of G) \ (the edges of p(n)) and (v1 ∈ the vertices of
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p(n) and v2 /∈ the vertices of p(n) or v1 /∈ the vertices of p(n) and
v2 ∈ the vertices of p(n)).

The theorem is a consequence of (71) and (52).

The scheme FinTrees deals with a unary predicate P and states that

(Sch. 3) For every finite, tree-like graph G, P[G]

provided

• for every trivial, edgeless graph G, P[G] and

• for every finite, tree-like graph G2 and for every vertex v of G2 and for
every objects e, w such that e /∈ the edges of G2 and w /∈ the vertices of
G2 and P[G2] holds for every supergraph G1 of G2 extended by v, w and
e between them, P[G1] and for every supergraph G1 of G2 extended by
w, v and e between them, P[G1].

Now we state the propositions:

(73) Let us consider a non empty, graph-yielding finite sequence p. Suppose
p(1) is tree-like and for every element n of dom p such that n ¬ len p− 1
there exist objects v1, e, v2 such that p(n + 1) is a supergraph of p(n)
extended by v1, v2 and e between them. Then p(len p) is tree-like.
Proof: Define Q[natural number] ≡ if $1 ¬ len p, then there exists an ele-
ment k of dom p such that $1 = k and p(k) is tree-like. Q[1].

For every non zero natural number m such that Q[m] holds Q[m+ 1].
For every non zero natural number m, Q[m]. Consider k being an element
of dom p such that len p = k and p(k) is tree-like. �

(74) Let us consider a finite, connected graph G. Then there exists a non
empty, finite, connected, graph-yielding finite sequence p such that

(i) p(1) is trivial and edgeless, and

(ii) p(len p) = G, and

(iii) len p = G.size() + 1, and

(iv) for every element n of dom p such that n ¬ len p−1 holds there exist
vertices v1, v2 of G and there exists an object e such that p(n + 1)
is a supergraph of p(n) extended by v1, v2 and e between them and
e ∈ (the edges of G) \ (the edges of p(n)) and (v1 ∈ the vertices of
p(n) and v2 /∈ the vertices of p(n) or v1 /∈ the vertices of p(n) and
v2 ∈ the vertices of p(n)) or there exist vertices v1, v2 of G and there
exists an object e such that p(n+1) is a supergraph of p(n) extended
by e between vertices v1 and v2 and e ∈ (the edges of G)\ (the edges
of p(n)) and v1, v2 ∈ the vertices of p(n).
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The theorem is a consequence of (72), (66), and (36).

The scheme FinConnectedGraphs deals with a unary predicate P and states
that

(Sch. 4) For every finite, connected graph G, P[G]

provided

• for every trivial, edgeless graph G, P[G] and

• for every finite, connected graph G2 and for every vertex v of G2 and for
every objects e, w such that e /∈ the edges of G2 and w /∈ the vertices of
G2 and P[G2] holds for every supergraph G1 of G2 extended by v, w and
e between them, P[G1] and for every supergraph G1 of G2 extended by
w, v and e between them, P[G1] and

• for every finite, connected graph G2 and for every vertices v1, v2 of G2
and for every object e and for every supergraph G1 of G2 extended by e

between vertices v1 and v2 such that e /∈ the edges of G2 and P[G2] holds
P[G1].

Now we state the propositions:

(75) Let us consider a non empty, graph-yielding finite sequence p. Suppose
p(1) is connected and for every element n of dom p such that n ¬ len p− 1
there exist objects v1, e, v2 such that p(n + 1) is supergraph of p(n)
extended by v1, v2 and e between them or supergraph of p(n) extended
by e between vertices v1 and v2. Then p(len p) is connected.
Proof: Define Q[natural number] ≡ if $1 ¬ len p, then there exists an ele-
ment k of dom p such that $1 = k and p(k) is connected. Q[1]. For every
non zero natural number m such that Q[m] holds Q[m+ 1]. For every non
zero natural number m, Q[m]. �

(76) Let us consider a graph G2, an object v, a set V1, a finite set V2, and
a supergraph G1 of G2 extended by vertex v and edges between v and
V1 ∪ V2 of G2. Suppose V1 ∪ V2 ⊆ the vertices of G2 and v /∈ the vertices
of G2 and V1 misses V2. Then there exists a non empty, graph-yielding
finite sequence p such that

(i) p(1) = G2, and

(ii) p(len p) = G1, and

(iii) len p = V2 + 2, and

(iv) p(2) is a supergraph of G2 extended by vertex v and edges between
v and V1 of G2, and
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(v) for every element n of dom p such that 2 ¬ n ¬ len p− 1 there exists
a vertex w of G2 and there exists an object e such that e ∈ (the edges
of G1)\(the edges of p(n)) and p(n+1) is supergraph of p(n) extended
by e between vertices v and w or supergraph of p(n) extended by e

between vertices w and v.

Proof: Define P[natural number] ≡ for every finite set V2 for every su-
pergraph G1 of G2 extended by vertex v and edges between v and V1 ∪V2
of G2 such that V1∪V2 ⊆ the vertices of G2 and v /∈ the vertices of G2 and
V1 misses V2 and V2 = $1 there exists a non empty, graph-yielding finite
sequence p such that p(1) = G2 and p(len p) = G1 and len p = V2 + 2 and
p(2) is a supergraph of G2 extended by vertex v and edges between v and
V1 of G2 and for every element n of dom p such that 2 ¬ n ¬ len p− 1.

There exists a vertex w of G2 and there exists an object e such that
e ∈ (the edges of G1) \ (the edges of p(n)) and p(n + 1) is supergraph
of p(n) extended by e between vertices v and w or supergraph of p(n)
extended by e between vertices w and v. P[0]. For every natural number
k such that P[k] holds P[k + 1]. For every natural number k, P[k]. �

(77) Let us consider a graph G2, an object v, a finite set V , and a supergraph
G1 of G2 extended by vertex v and edges between v and V of G2. Suppose
V ⊆ the vertices of G2 and v /∈ the vertices of G2. Then there exists a non
empty, graph-yielding finite sequence p such that

(i) p(1) = G2, and

(ii) p(len p) = G1, and

(iii) len p = V + 2, and

(iv) p(2) is a supergraph of G2 extended by v, and

(v) for every element n of dom p such that 2 ¬ n ¬ len p− 1 there exists
a vertex w of G2 and there exists an object e such that e ∈ (the edges
of G1)\(the edges of p(n)) and p(n+1) is supergraph of p(n) extended
by e between vertices v and w or supergraph of p(n) extended by e

between vertices w and v.

The theorem is a consequence of (76).

(78) Let us consider a graph G2, an object v, a non empty, finite set V , and
a supergraph G1 of G2 extended by vertex v and edges between v and V

of G2. Suppose V ⊆ the vertices of G2 and v /∈ the vertices of G2. Then
there exists a non empty, graph-yielding finite sequence p such that

(i) p(1) = G2, and

(ii) p(len p) = G1, and
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(iii) len p = V + 1, and

(iv) there exists a vertex w of G2 and there exists an object e such that
e ∈ (the edges of G1)\(the edges of G2) and p(2) is supergraph of G2
extended by v, w and e between them or supergraph of G2 extended
by w, v and e between them, and

(v) for every element n of dom p such that 2 ¬ n ¬ len p− 1 there exists
a vertex w of G2 and there exists an object e such that e ∈ (the edges
of G1)\(the edges of p(n)) and p(n+1) is supergraph of p(n) extended
by e between vertices v and w or supergraph of p(n) extended by e

between vertices w and v.

The theorem is a consequence of (76).

(79) Let us consider a finite, simple graph G, a set W , and a subgraph H of
G induced by W . Then there exists a non empty, finite, simple, graph-
yielding finite sequence p such that

(i) p(1) ≈ H, and

(ii) p(len p) = G, and

(iii) len p = G.order()−H.order() + 1, and

(iv) for every element n of dom p such that n ¬ len p − 1 there exists
an object v and there exists a finite set V such that v ∈ (the vertices
of G)\(the vertices of p(n)) and V ⊆ the vertices of p(n) and p(n+1)
is a supergraph of p(n) extended by vertex v and edges between v

and V of p(n).

Proof: Define P[natural number] ≡ for every finite, simple graph G

for every set W for every subgraph H of G induced by W such that
G.order() − H.order() = $1 there exists a non empty, finite, simple,
graph-yielding finite sequence p such that p(1) ≈ H and p(len p) = G

and len p = G.order() − H.order() + 1 and for every element n of dom p

such that n ¬ len p − 1 there exists an object v and there exists a fi-
nite set V such that v ∈ (the vertices of G) \ (the vertices of p(n)) and
V ⊆ the vertices of p(n) and p(n+ 1) is a supergraph of p(n) extended by
vertex v and edges between v and V of p(n).
P[0]. For every natural number k such that P[k] holds P[k + 1]. For

every natural number k, P[k]. �

(80) Let us consider a finite, simple graph G. Then there exists a non empty,
finite, simple, graph-yielding finite sequence p such that

(i) p(1) is trivial and edgeless, and

(ii) p(len p) = G, and



About supergraphs. Part III 177

(iii) len p = G.order(), and

(iv) for every element n of dom p such that n ¬ len p − 1 there exists
an object v and there exists a finite set V such that v ∈ (the vertices
of G)\(the vertices of p(n)) and V ⊆ the vertices of p(n) and p(n+1)
is a supergraph of p(n) extended by vertex v and edges between v

and V of p(n).

The theorem is a consequence of (79) and (52).

The scheme FinSimpleGraphs deals with a unary predicate P and states that

(Sch. 5) For every finite, simple graph G, P[G]

provided

• for every trivial, edgeless graph G, P[G] and

• for every finite, simple graph G2 and for every object v and for every
finite set V and for every supergraph G1 of G2 extended by vertex v

and edges between v and V of G2 such that v /∈ the vertices of G2 and
V ⊆ the vertices of G2 and P[G2] holds P[G1].

Now we state the propositions:

(81) Let us consider a non empty, graph-yielding finite sequence p. Suppose
p(1) is simple and for every element n of dom p such that n ¬ len p − 1
there exists an object v and there exists a set V such that p(n + 1) is
a supergraph of p(n) extended by vertex v and edges between v and V of
p(n). Then p(len p) is simple.
Proof: Define Q[natural number] ≡ if $1 ¬ len p, then there exists an ele-
ment k of dom p such that $1 = k and p(k) is simple. Q[1]. For every non
zero natural number m such that Q[m] holds Q[m+1]. For every non zero
natural number m, Q[m]. �

(82) Let us consider a finite, simple, connected graph G. Then there exists
a non empty, finite, simple, connected, graph-yielding finite sequence p
such that

(i) p(1) is trivial and edgeless, and

(ii) p(len p) = G, and

(iii) len p = G.order(), and

(iv) for every element n of dom p such that n ¬ len p − 1 there exists
an object v and there exists a non empty, finite set V such that
v ∈ (the vertices of G) \ (the vertices of p(n)) and V ⊆ the vertices
of p(n) and p(n + 1) is a supergraph of p(n) extended by vertex v

and edges between v and V of p(n).
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Proof: Define P[natural number] ≡ for every finite, simple, connected
graph G such that G.order() = $1 there exists a non empty, finite, simple,
connected, graph-yielding finite sequence p such that p(1) is trivial and
edgeless and p(len p) = G and len p = G.order() and for every element n
of dom p such that n ¬ len p− 1 there exists an object v and there exists
a non empty, finite set V such that v ∈ (the vertices of G) \ (the vertices
of p(n)) and V ⊆ the vertices of p(n) and p(n+ 1) is a supergraph of p(n)
extended by vertex v and edges between v and V of p(n).
P[1]. For every non zero natural number k such that P[k] holds P[k+

1]. For every non zero natural number k, P[k]. �

The scheme FinSimpleConnectedGraphs deals with a unary predicate P and
states that

(Sch. 6) For every finite, simple, connected graph G, P[G]

provided

• for every trivial, edgeless graph G, P[G] and

• for every finite, simple, connected graph G2 and for every object v and for
every non empty, finite set V and for every supergraph G1 of G2 extended
by vertex v and edges between v and V of G2 such that v /∈ the vertices
of G2 and V ⊆ the vertices of G2 and P[G2] holds P[G1].

Now we state the proposition:

(83) Let us consider a non empty, graph-yielding finite sequence p. Suppose
p(1) is simple and connected and for every element n of dom p such that
n ¬ len p− 1 there exists an object v and there exists a non empty set V
such that p(n+ 1) is a supergraph of p(n) extended by vertex v and edges
between v and V of p(n). Then p(len p) is simple and connected.
Proof: Define Q[natural number] ≡ if $1 ¬ len p, then there exists an ele-
ment k of dom p such that $1 = k and p(k) is simple and connected. Q[1].

For every non zero natural number m such that Q[m] holds Q[m+ 1].
For every non zero natural number m, Q[m]. �

References

[1] Grzegorz Bancerek and Krzysztof Hryniewiecki. Segments of natural numbers and finite
sequences. Formalized Mathematics, 1(1):107–114, 1990.

[2] Lowell W. Beineke and Robin J. Wilson, editors. Selected Topics in Graph Theory. Aca-
demic Press, London, 1978. ISBN 0-12-086250-6.

[3] John Adrian Bondy and U. S. R. Murty. Graph Theory. Graduate Texts in Mathematics,
244. Springer, New York, 2008. ISBN 978-1-84628-969-9.

[4] Adam Grabowski, Artur Korniłowicz, and Adam Naumowicz. Four decades of Mizar.
Journal of Automated Reasoning, 55(3):191–198, 2015. doi:10.1007/s10817-015-9345-1.

http://fm.mizar.org/1990-1/pdf1-1/finseq_1.pdf
http://fm.mizar.org/1990-1/pdf1-1/finseq_1.pdf
http://dx.doi.org/10.1007/s10817-015-9345-1


About supergraphs. Part III 179

[5] Sebastian Koch. About supergraphs. Part I. Formalized Mathematics, 26(2):101–124, 2018.
doi:10.2478/forma-2018-0009.

[6] Sebastian Koch. About supergraphs. Part II. Formalized Mathematics, 26(2):125–140,
2018. doi:10.2478/forma-2018-0010.

[7] Gilbert Lee and Piotr Rudnicki. Alternative graph structures. Formalized Mathematics,
13(2):235–252, 2005.

[8] Klaus Wagner. Graphentheorie. B.I-Hochschultaschenbücher; 248. Bibliograph. Inst., Man-
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Summary. In this paper we present a formalization in the Mizar system
[3],[1] of the partial correctness of the algorithm:

i := val.1
j := val.2
n := val.3
s := val.4
while (i <> n)
i := i + j
s := s * i

return s

computing the factorial of given natural number n, where variables i, n, s are
located as values of a V-valued Function, loc, as: loc/.1 = i, loc/.3 = n and
loc/.4 = s, and the constant 1 is located in the location loc/.2 = j (set V
represents simple names of considered nominative data [16]).

This work continues a formal verification of algorithms written in terms of
simple-named complex-valued nominative data [6],[8],[14],[10],[11],[12]. The va-
lidity of the algorithm is presented in terms of semantic Floyd-Hoare triples
over such data [9]. Proofs of the correctness are based on an inference system
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(Def. 1) f1 • f2 • f3.
Let f1, f2, f3, f4 be binominative functions ofD. The functor PP-composition
(f1, f2, f3, f4) yielding a binominative function of D is defined by the term

(Def. 2) PP-composition(f1, f2, f3) • f4.
From now on D denotes a non empty set, f1, f2, f3, f4 denote binominative

functions of D, and p, q, r, t, w denote partial predicates of D.
Now we state the proposition:

(1) Unconditional composition rule for 3 programs:
Suppose 〈p, f1, q〉 is an SFHT of D and 〈q, f2, r〉 is an SFHT of D and 〈r,
f3, w〉 is an SFHT of D and 〈∼ q, f2, r〉 is an SFHT of D and 〈∼ r, f3, w〉 is
an SFHT of D. Then 〈p,PP-composition(f1, f2, f3), w〉 is an SFHT of D.

(2) Unconditional composition rule for 4 programs:
Suppose 〈p, f1, q〉 is an SFHT of D and 〈q, f2, r〉 is an SFHT of D and
〈r, f3, w〉 is an SFHT of D and 〈w, f4, t〉 is an SFHT of D and 〈∼ q, f2,

r〉 is an SFHT of D and 〈∼ r, f3, w〉 is an SFHT of D and 〈∼ w, f4, t〉 is
an SFHT of D. Then 〈p,PP-composition(f1, f2, f3, f4), t〉 is an SFHT of D.

In the sequel d, v, v1 denote objects, V , A denote sets, z denotes an element
of V , d1 denotes a non-atomic nominative data of V and A, f denotes a bino-
minative function over simple-named complex-valued nominative data of V and
A, and T denotes a nominative data with simple names from V and complex
values from A.

Now we state the proposition:

(3) If V is without nonatomic nominative data w.r.t. A and v ∈ V and
v 6= v1 and v1 ∈ dom d1, then (d1∇vaT )(v1) = d1(v1).

Let x, y be objects. Assume x is a complex number and y is a complex
number. The functors: x+ y and x ∗ y yielding complex numbers are defined by
conditions

(Def. 3) there exist complex numbers x1, y1 such that x1 = x and y1 = y and
x+ y = x1 + y1,

(Def. 4) there exist complex numbers x1, y1 such that x1 = x and y1 = y and
x ∗ y = x1 · y1,

respectively. Let us consider A. Assume A is complex containing. The functors:
addition(A) and multiplication(A) yielding functions from A × A into A are
defined by conditions

(Def. 5) for every objects x, y such that x, y ∈ A holds addition(A)(x, y) = x+y,

(Def. 6) for every objects x, y such that x, y ∈ A holds multiplication(A)(x, y) =
x ∗ y,

respectively. Let us consider V . Let x, y be elements of V . The functors: addition
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(A, x, y) and multiplication(A, x, y) yielding binominative functions over sim-
ple-named complex-valued nominative date of V and A are defined by terms

(Def. 7) lift-binary-op(addition(A), x, y),

(Def. 8) lift-binary-op(multiplication(A), x, y),

respectively.
Let us consider elements i, j of V and complex numbers x, y. Now we state

the propositions:

(4) SupposeA is complex containing and i, j ∈ dom d1 and d1 ∈ dom(addition
(A, i, j)). Then if x = d1(i) and y = d1(j), then (addition(A, i, j))(d1) =
x+ y.

(5) Suppose A is complex containing and i, j ∈ dom d1 and
d1 ∈ dom(multiplication(A, i, j)). Then if x = d1(i) and y = d1(j), then
(multiplication(A, i, j))(d1) = x · y.

In the sequel loc denotes a V-valued function and val denotes a function.
Let us consider V , A, and loc. The functor factorial-loop-body(A, loc) yiel-

ding a binominative function over simple-named complex-valued nominative da-
ta of V and A is defined by the term

(Def. 9) Asg(loc/1)(addition(A, loc/1, loc/2)) • (Asg(loc/4)(multiplication(A, loc/4,
loc/1))).

The functor factorial-main-loop(A, loc) yielding a binominative function over
simple-named complex-valued nominative data of V and A is defined by the term

(Def. 10) WH(¬Equality(A, loc/1, loc/3), factorial-loop-body(A, loc)).

Let us consider val. The functor factorial-var-init(A, loc, val) yielding a bi-
nominative function over simple-named complex-valued nominative data of V
and A is defined by the term

(Def. 11) PP-composition(Asg(loc/1)(val(1)⇒a),Asg(loc/2)(val(2)⇒a),
Asg(loc/3)(val(3)⇒a),Asg(loc/4)(val(4)⇒a)).

The functor factorial-main-part(A, loc, val) yielding a binominative function
over simple-named complex-valued nominative data of V and A is defined by
the term

(Def. 12) factorial-var-init(A, loc, val) • (factorial-main-loop(A, loc)).

Let us consider z. The functor factorial-program(A, loc, val, z) yielding a bi-
nominative function over simple-named complex-valued nominative data of V
and A is defined by the term

(Def. 13) factorial-main-part(A, loc, val) • (Asgz((loc/4)⇒a)).

In the sequel n0 denotes a natural number.
Let us consider V , A, val, n0, and d. We say that n0 and d constitute a valid

input for the factorial w.r.t. V , A and val if and only if
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(Def. 14) there exists a non-atomic nominative data d1 of V and A such that
d = d1 and {val(1), val(2), val(3), val(4)} ⊆ dom d1 and d1(val(1)) = 0
and d1(val(2)) = 1 and d1(val(3)) = n0 and d1(val(4)) = 1.

The functor valid-factorial-input(V,A, val, n0) yielding a partial predicate
over simple-named complex-valued nominative data of V and A is defined by

(Def. 15) dom it = NDSC(V,A) and for every object d such that d ∈ dom it holds
if n0 and d constitute a valid input for the factorial w.r.t. V , A and val,
then it(d) = true and if n0 and d do not constitute a valid input for the
factorial w.r.t. V , A and val, then it(d) = false.

Note that valid-factorial-input(V,A, val, n0) is total.
Let us consider z and d. We say that n0 and d constitute a valid output for

the factorial w.r.t. A and z if and only if

(Def. 16) there exists a non-atomic nominative data d1 of V and A such that
d = d1 and z ∈ dom d1 and d1(z) = n0!.

The functor valid-factorial-output(A, z, n0) yielding a partial predicate over
simple-named complex-valued nominative data of V and A is defined by

(Def. 17) dom it = {d, where d is a nominative data with simple names from V

and complex values from A : d ∈ dom(z ⇒a)} and for every object d such
that d ∈ dom it holds if n0 and d constitute a valid output for the factorial
w.r.t. A and z, then it(d) = true and if n0 and d do not constitute a valid
output for the factorial w.r.t. A and z, then it(d) = false.

Let us consider loc and d. We say that n0 and d constitute a valid invariant
for the factorial w.r.t. A and loc if and only if

(Def. 18) there exists a non-atomic nominative data d1 of V and A such that
d = d1 and {loc/1, loc/2, loc/3, loc/4} ⊆ dom d1 and d1(loc/2) = 1 and
d1(loc/3) = n0 and there exist natural numbers I, S such that I = d1(loc/1)
and S = d1(loc/4) and S = I!.

The functor factorial-inv(A, loc, n0) yielding a partial predicate over simple-
named complex-valued nominative data of V and A is defined by

(Def. 19) dom it = NDSC(V,A) and for every object d such that d ∈ dom it holds
if n0 and d constitute a valid invariant for the factorial w.r.t. A and loc,
then it(d) = true and if n0 and d do not constitute a valid invariant for
the factorial w.r.t. A and loc, then it(d) = false.

One can check that factorial-inv(A, loc, n0) is total.
Let us consider val. We say that loc and val are compatible w.r.t. 4 locations

if and only if

(Def. 20) val(4) 6= loc/3 and val(4) 6= loc/2 and val(4) 6= loc/1 and val(3) 6= loc/2
and val(3) 6= loc/1 and val(2) 6= loc/1.
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Now we state the propositions:

(6) Suppose V is not empty and V is without nonatomic nominative data
w.r.t. A and loc/1, loc/2, loc/3, loc/4 are mutually different and loc and val
are compatible w.r.t. 4 locations. Then 〈valid-factorial-input(V,A, val, n0),
factorial-var-init(A, loc, val), factorial-inv(A, loc, n0)〉 is an SFHT of NDSC
(V,A).
Proof: Set i = loc/1. Set j = loc/2. Set n = loc/3. Set s = loc/4. Set
i1 = val(1). Set j1 = val(2). Set n1 = val(3). Set s1 = val(4). Set I =
valid-factorial-input(V,A, val, n0). Set i2 = factorial-inv(A, loc, n0). Set
D1 = i1 ⇒a. Set D2 = j1 ⇒a. Set D3 = n1 ⇒a. Set D4 = s1 ⇒a. Set
S1 = SP(i2, D4, s). Set R1 = SP(S1, D3, n). Set Q1 = SP(R1, D2, j). Set
P1 = SP(Q1, D1, i). I |= P1. �

(7) Suppose V is not empty and A is complex containing and V is without
nonatomic nominative data w.r.t. A and loc/1, loc/2, loc/3, loc/4 are mu-
tually different. Then 〈factorial-inv(A, loc, n0), factorial-loop-body(A, loc),
factorial-inv(A, loc, n0)〉 is an SFHT of NDSC(V,A). The theorem is a con-
sequence of (3), (4), and (5).

(8) 〈∼ factorial-inv(A, loc, n0), factorial-loop-body(A, loc), factorial-inv(A,
loc, n0)〉 is an SFHT of NDSC(V,A).

(9) Suppose V is not empty and A is complex containing and V is without
nonatomic nominative data w.r.t. A and loc/1, loc/2, loc/3, loc/4 are mu-
tually different. Then 〈factorial-inv(A, loc, n0), factorial-main-loop(A, loc),
Equality(A, loc/1, loc/3)∧factorial-inv(A, loc, n0)〉 is an SFHT of NDSC(V,A).
The theorem is a consequence of (7) and (8).

(10) Suppose V is not empty and A is complex containing and V is without
nonatomic nominative data w.r.t. A and loc/1, loc/2, loc/3, loc/4 are mu-
tually different and loc and val are compatible w.r.t. 4 locations. Then
〈valid-factorial-input(V,A, val, n0), factorial-main-part(A, loc, val),
Equality(A, loc/1, loc/3)∧factorial-inv(A, loc, n0)〉 is an SFHT of NDSC(V,A).
The theorem is a consequence of (6) and (9).

(11) Suppose V is not empty and V is without nonatomic nominative data
w.r.t. A and for every T , T is a value on loc/1 and T is a value on loc/3.
Then Equality(A, loc/1, loc/3) ∧ factorial-inv(A, loc, n0) |=
SP(valid-factorial-output(A, z, n0), (loc/4)⇒a, z).
Proof: Set i = loc/1. Set j = loc/2. Set n = loc/3. Set s = loc/4. Set
D4 = s⇒a. Consider d1 being a non-atomic nominative data of V and A

such that d = d1 and {i, j, n, s} ⊆ dom d1 and d1(j) = 1 and d1(n) = n0
and there exist natural numbers I, S such that I = d1(i) and S = d1(s) and
S = I!. Reconsider d2 = d as a nominative data with simple names from
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V and complex values from A. Set L = d2∇zaD4(d2). n0 and L constitute
a valid output for the factorial w.r.t. A and z. �

(12) Suppose V is not empty and V is without nonatomic nominative data
w.r.t. A and for every T , T is a value on loc/1 and T is a value on loc/3.
Then 〈Equality(A, loc/1, loc/3)∧factorial-inv(A, loc, n0),Asgz((loc/4)⇒a),
valid-factorial-output(A, z, n0)〉 is an SFHT of NDSC(V,A). The theorem
is a consequence of (11).

(13) Suppose for every T , T is a value on loc/1 and T is a value on loc/3. Then
〈∼ (Equality(A, loc/1, loc/3) ∧ factorial-inv(A, loc, n0)),Asgz((loc/4) ⇒a),
valid-factorial-output(A, z, n0)〉 is an SFHT of NDSC(V,A).

(14) Partial correctness of a FACTORIAL algorithm:
Suppose V is not empty and A is complex containing and V is without no-
natomic nominative data w.r.t. A and loc/1, loc/2, loc/3, loc/4 are mutually
different and loc and val are compatible w.r.t. 4 locations and for every T ,
T is a value on loc/1 and T is a value on loc/3. Then 〈valid-factorial-input(V,
A, val, n0), factorial-program(A, loc, val, z), valid-factorial-output(A, z, n0)〉
is an SFHT of NDSC(V,A). The theorem is a consequence of (10), (12),
and (13).
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Let D be a set and f1, f2, f3, f4, f5 be binominative functions of D. The
functor PP-composition(f1, f2, f3, f4, f5) yielding a binominative function of D
is defined by the term

(Def. 1) PP-composition(f1, f2, f3, f4) • f5.
From now on D denotes a non empty set, f1, f2, f3, f4, f5 denote binomi-

native functions of D, and p, q, r, t, w, u denote partial predicates of D.
Now we state the proposition:

(1) Unconditional composition rule for 5 programs:
Suppose 〈p, f1, q〉 is an SFHT of D and 〈q, f2, r〉 is an SFHT of D and
〈r, f3, w〉 is an SFHT of D and 〈w, f4, t〉 is an SFHT of D and 〈t, f5, u〉 is
an SFHT of D and 〈∼ q, f2, r〉 is an SFHT of D and 〈∼ r, f3, w〉 is an SFHT
of D and 〈∼ w, f4, t〉 is an SFHT of D and 〈∼ t, f5, u〉 is an SFHT of D.
Then 〈p,PP-composition(f1, f2, f3, f4, f5), u〉 is an SFHT of D.

In the sequel d, v, v1 denote objects, V , A denote sets, i, j, b, n, s, z
denote elements of V , i1, j1, b1, n1, s1 denote objects, d1, L2, L3, L1, L4, L5
denote non-atomic nominative data of V and A, and D2, D3, D1, D4, D5 denote
binominative functions over simple-named complex-valued nominative date of
V and A.

Now we state the propositions:

(2) Suppose V is not empty and V is without nonatomic nominative data
w.r.t. A and D2 = i1 ⇒a and D3 = j1 ⇒a and D1 = b1 ⇒a and D4 =
n1 ⇒a and D5 = s1 ⇒a and L2 = d1∇iaD2(d1) and L3 = L2∇jaD3(L2) and
L1 = L3∇baD1(L3) and L4 = L1∇naD4(L1) and L5 = L4∇saD5(L4) and j1,
b1, n1, s1 ∈ dom d1 and d1 ∈ domD2 and s 6= n. Then L5(n) = L4(n).

(3) Suppose V is not empty and V is without nonatomic nominative data
w.r.t. A and D2 = i1 ⇒a and D3 = j1 ⇒a and D1 = b1 ⇒a and D4 =
n1 ⇒a and D5 = s1 ⇒a and L2 = d1∇iaD2(d1) and L3 = L2∇jaD3(L2) and
L1 = L3∇baD1(L3) and L4 = L1∇naD4(L1) and L5 = L4∇saD5(L4) and j1,
b1, n1, s1 ∈ dom d1 and d1 ∈ domD2 and s 6= i. Then L5(i) = L4(i).

In the sequel f denotes a binominative function over simple-named complex-
valued nominative data of V and A, T denotes a nominative data with simple
names from V and complex values from A, loc denotes a V-valued function, and
val denotes a function.

Let us consider V , A, and loc. The functor power-loop-body(A, loc) yielding
a binominative function over simple-named complex-valued nominative data of
V and A is defined by the term

(Def. 2) Asg(loc/1)(addition(A, loc/1, loc/2)) • (Asg(loc/5)(multiplication(A, loc/5,
loc/3))).
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The functor power-main-loop(A, loc) yielding a binominative function over
simple-named complex-valued nominative data of V and A is defined by the
term

(Def. 3) WH(¬Equality(A, loc/1, loc/4), power-loop-body(A, loc)).

Let us consider val. The functor power-var-init(A, loc, val) yielding a bino-
minative function over simple-named complex-valued nominative data of V and
A is defined by the term

(Def. 4) PP-composition(Asg(loc/1)(val(1)⇒a),Asg(loc/2)(val(2)⇒a),
Asg(loc/3)(val(3)⇒a),Asg(loc/4)(val(4)⇒a),Asg(loc/5)(val(5)⇒a)).

The functor power-main-part(A, loc, val) yielding a binominative function
over simple-named complex-valued nominative data of V and A is defined by
the term

(Def. 5) power-var-init(A, loc, val) • (power-main-loop(A, loc)).

Let us consider z. The functor power-program(A, loc, val, z) yielding a bino-
minative function over simple-named complex-valued nominative data of V and
A is defined by the term

(Def. 6) power-main-part(A, loc, val) • (Asgz((loc/5)⇒a)).

In the sequel n0 denotes a natural number and b0 denotes a complex number.
Let us consider V , A, val, b0, n0, and d. We say that b0, n0 and d constitute

a valid input for the power w.r.t. V , A and val if and only if

(Def. 7) there exists a non-atomic nominative data d1 of V and A such that d =
d1 and {val(1), val(2), val(3), val(4), val(5)} ⊆ dom d1 and d1(val(1)) =
0 and d1(val(2)) = 1 and d1(val(3)) = b0 and d1(val(4)) = n0 and
d1(val(5)) = 1.

The functor valid-power-input(V,A, val, b0, n0) yielding a partial predicate
over simple-named complex-valued nominative data of V and A is defined by

(Def. 8) dom it = NDSC(V,A) and for every object d such that d ∈ dom it holds
if b0, n0 and d constitute a valid input for the power w.r.t. V , A and val,
then it(d) = true and if b0, n0 and d do not constitute a valid input for
the power w.r.t. V , A and val, then it(d) = false.

Let us observe that valid-power-input(V,A, val, b0, n0) is total.
Let us consider z and d. We say that b0, n0 and d constitute a valid output

for the power w.r.t. A and z if and only if

(Def. 9) there exists a non-atomic nominative data d1 of V and A such that
d = d1 and z ∈ dom d1 and d1(z) = b0

n0 .

The functor valid-power-output(A, z, b0, n0) yielding a partial predicate over
simple-named complex-valued nominative data of V and A is defined by
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(Def. 10) dom it = {d, where d is a nominative data with simple names from V

and complex values from A : d ∈ dom(z ⇒a)} and for every object d
such that d ∈ dom it holds if b0, n0 and d constitute a valid output for
the power w.r.t. A and z, then it(d) = true and if b0, n0 and d do not
constitute a valid output for the power w.r.t. A and z, then it(d) = false.

Let us consider loc and d. We say that b0, n0 and d constitute a valid invariant
for the power w.r.t. A and loc if and only if

(Def. 11) there exists a non-atomic nominative data d1 of V and A such that
d = d1 and {loc/1, loc/2, loc/3, loc/4, loc/5} ⊆ dom d1 and d1(loc/2) = 1 and
d1(loc/3) = b0 and d1(loc/4) = n0 and there exists a complex number S and
there exists a natural number I such that I = d1(loc/1) and S = d1(loc/5)
and S = b0

I .

The functor PP-composition(A, loc, b0, n0) yielding a partial predicate over
simple-named complex-valued nominative data of V and A is defined by

(Def. 12) dom it = NDSC(V,A) and for every object d such that d ∈ dom it holds
if b0, n0 and d constitute a valid invariant for the power w.r.t. A and loc,
then it(d) = true and if b0, n0 and d do not constitute a valid invariant
for the power w.r.t. A and loc, then it(d) = false.

Observe that PP-composition(A, loc, b0, n0) is total.
Let us consider val. We say that loc and val are compatible w.r.t. 5 locations

if and only if

(Def. 13) val(5) 6= loc/4 and val(5) 6= loc/3 and val(5) 6= loc/2 and val(5) 6= loc/1
and val(4) 6= loc/3 and val(4) 6= loc/2 and val(4) 6= loc/1 and val(3) 6=
loc/2 and val(3) 6= loc/1 and val(2) 6= loc/1.

Now we state the propositions:

(4) Suppose V is not empty and V is without nonatomic nominative data
w.r.t. A and loc/1,loc/2,loc/3,loc/4,loc/5 are mutually different and loc and
val are compatible w.r.t. 5 locations. Then 〈valid-power-input(V,A, val, b0,
n0), power-var-init(A, loc, val),PP-composition(A, loc, b0, n0)〉 is an SFHT
of NDSC(V,A).
Proof: Set i = loc/1. Set j = loc/2. Set b = loc/3. Set n = loc/4. Set
s = loc/5. Set i1 = val(1). Set j1 = val(2). Set b1 = val(3). Set n1 =
val(4). Set s1 = val(5). Set I = valid-power-input(V,A, val, b0, n0). Set
i2 = PP-composition(A, loc, b0, n0). Set D2 = i1 ⇒a. Set D3 = j1 ⇒a. Set
D1 = b1 ⇒a. Set D4 = n1 ⇒a. Set D5 = s1 ⇒a. Set T1 = SP(i2, D5, s).
Set S1 = SP(T1, D4, n). Set R1 = SP(S1, D1, b). Set Q1 = SP(R1, D3, j).
Set P1 = SP(Q1, D2, i). I |= P1 by [6, (39)], [8, (9)], [10, (4)]. �

(5) Suppose V is not empty and A is complex containing and V is without
nonatomic nominative data w.r.t. A and loc/1,loc/2,loc/3,loc/4,loc/5 are
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mutually different. Then 〈PP-composition(A, loc, b0, n0),power-loop-body
(A, loc),PP-composition(A, loc, b0, n0)〉 is an SFHT of NDSC(V,A).

(6) 〈∼ PP-composition(A, loc, b0, n0),power-loop-body(A, loc),
PP-composition(A, loc, b0, n0)〉 is an SFHT of NDSC(V,A).

(7) Suppose V is not empty and A is complex containing and V is without
nonatomic nominative data w.r.t. A and loc/1,loc/2,loc/3,loc/4,loc/5 are
mutually different. Then 〈PP-composition(A, loc, b0, n0), power-main-loop
(A, loc),Equality(A, loc/1, loc/4)∧PP-composition(A, loc, b0, n0)〉 is an SF-
HT of NDSC(V,A). The theorem is a consequence of (5) and (6).

(8) Suppose V is not empty and A is complex containing and V is witho-
ut nonatomic nominative data w.r.t. A and loc/1,loc/2,loc/3,loc/4,loc/5 are
mutually different and loc and val are compatible w.r.t. 5 locations. Then
〈valid-power-input(V,A, val, b0, n0), power-main-part(A, loc, val),Equality
(A, loc/1, loc/4)∧PP-composition(A, loc, b0, n0)〉 is an SFHT of NDSC(V,A).
The theorem is a consequence of (4) and (7).

(9) Suppose V is not empty and V is without nonatomic nominative data
w.r.t. A and for every T , T is a value on loc/1 and for every T , T is a value
on loc/4. Then Equality(A, loc/1, loc/4)∧PP-composition(A, loc, b0, n0) |=
SP(valid-power-output(A, z, b0, n0), (loc/5)⇒a, z).
Proof: Set i = loc/1. Set j = loc/2. Set b = loc/3. Set n = loc/4. Set
s = loc/5. SetD5 = s⇒a. Consider d1 being a non-atomic nominative data
of V and A such that d = d1 and {i, j, b, n, s} ⊆ dom d1 and d1(n) = n0
and d1(b) = b0 and there exists a complex number S and there exists
a natural number I such that I = d1(i) and S = d1(s) and S = b0

I .
Reconsider d2 = d as a nominative data with simple names from V and
complex values from A. Set L = d2∇zaD5(d2). b0, n0 and L constitute a
valid output for the power w.r.t. A and z. �

(10) Suppose V is not empty and V is without nonatomic nominative data
w.r.t. A and for every T , T is a value on loc/1 and for every T , T is a value
on loc/4. Then 〈Equality(A, loc/1, loc/4) ∧ PP-composition(A, loc, b0, n0),
Asgz((loc/5)⇒a), valid-power-output(A, z, b0, n0)〉 is an SFHT of NDSC(V,
A). The theorem is a consequence of (9).

(11) Suppose for every T , T is a value on loc/1 and for every T , T is a value on
loc/4. Then 〈∼ (Equality(A, loc/1, loc/4)∧PP-composition(A, loc, b0, n0)),
Asgz((loc/5)⇒a), valid-power-output(A, z, b0, n0)〉
is an SFHT of NDSC(V,A).

(12) Partial correctness of a POWER algorithm:
Suppose V is not empty and A is complex containing and V is without
nonatomic nominative data w.r.t. A and loc/1,loc/2,loc/3,loc/4,loc/5 are
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mutually different and loc and val are compatible w.r.t. 5 locations and
for every T , T is a value on loc/1 and for every T , T is a value on loc/4.
Then 〈valid-power-input(V,A, val, b0, n0),power-program(A, loc, val, z),
valid-power-output(A, z, b0, n0)〉 is an SFHT of NDSC(V,A). The theorem
is a consequence of (8), (10), and (11).
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Let F be a finite 0-sequence. The functor
∏
F yielding an element of C is

defined by the term

(Def. 1) ·C �F .

Now we state the propositions:

(1) If F is real-valued, then
∏
F = ·R �F .

(2) If F is Z-valued, then
∏
F = ·Z �F .

(3) If F is natural-valued, then
∏
F = ·N �F .

Let F be a real-valued finite 0-sequence. One can check that
∏
F is real.

Let F be a natural-valued finite 0-sequence. One can verify that
∏
F is

natural.
Now we state the propositions:

(4) If F = ∅, then
∏
F = 1.

(5)
∏
〈c〉 = c.

(6)
∏
〈c1, c2〉 = c1 · c2.

(7)
∏

(F1 a F2) = (
∏
F1) · (

∏
F2).

(8) c+ F1 a F2 = (c+ F1) a (c+ F2).
Proof: For every object x such that x ∈ dom(c+F1aF2) holds (c+F1a
F2)(x) = ((c+ F1) a (c+ F2))(x). �

(9) c1 + 〈c2〉 = 〈c1 + c2〉.
(10) Let us consider finite 0-sequences f1, f2, and n. Suppose n ¬ len f1.

Then (f1 a f2)�n = f1�n
a f2.

Let us consider n. One can verify that there exists a finite 0-sequence which
is n-element and natural-valued and there exists a finite 0-sequence which is
natural-valued and positive yielding.

Let R be a positive yielding binary relation and X be a set. Observe that
R�X is positive yielding.

Let X be a positive yielding, real-valued finite 0-sequence. One can verify
that

∏
X is positive.

Now we state the proposition:

(11) Let us consider a natural-valued, positive yielding finite 0-sequence X.
If i ∈ domX, then X(i) ¬

∏
X.

Proof: Define P[natural number] ≡ for every natural-valued, positive
yielding finite 0-sequence X for every natural number i such that lenX =
$1 and i ∈ domX holds X(i) ¬

∏
X. If P[n], then P[n+ 1]. P[n]. �

Let X be a natural-valued finite 0-sequence and n be a positive natural
number. Let us observe that n+X is positive yielding.

Now we state the proposition:
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(12) Let us consider natural-valued finite 0-sequences X1, X2. Suppose lenX1
= lenX2 and for every n such that n ∈ domX1 holds X1(n) ¬ X2(n).
Then

∏
X1 ¬

∏
X2.

Proof: Define P[natural number] ≡ for every natural-valued finite 0-
sequences X1, X2 such that lenX1 = $1 = lenX2 and for every n such
that n ∈ domX1 holds X1(n) ¬ X2(n) holds

∏
X1 ¬

∏
X2. P[0]. If P[n],

then P[n+ 1]. P[n]. �

2. Binomial is Diophantine

Now we state the propositions:

(13) If k ¬ n, then
(n
k

)
¬ nk.

Proof: Define P[natural number] ≡ if $1 ¬ n, then
( n
$1

)
¬ n$1 . If P[m],

then P[m+ 1]. P[m]. �

(14) If u > nk and n  k > i, then
(n
i

)
· (ui) < uk

n . The theorem is a consequ-
ence of (13).

(15) If u > nk and n  k, then b (u+1)
n

uk
c mod u =

(n
k

)
.

Proof: Set I = 〈
(n
0

)
10un, . . . ,

(n
n

)
1nu0〉. Set k1 = k + 1. Consider q be-

ing a finite sequence such that I = (I�k1) a q. Reconsider I1 = I as
a finite sequence of elements of N. Set k2 = k 7→ uk

n . For every natural
number i such that i ∈ Seg k holds (I1�k)(i) < k2(i). Define P[natural
number, object] ≡ $2 ∈ N and for every natural number i such that i = $2
holds q($1) = uk · u · i. For every natural number j such that j ∈ Seg len q
there exists an object x such that P[j, x]. Consider Q being a finite se-
quence such that domQ = Seg len q and for every natural number j such
that j ∈ Seg len q holds P[j,Q(j)]. rngQ ⊆ N. For every natural number i

such that 1 ¬ i ¬ len q holds q(i) = (uk ·u ·Q)(i). b
∑

I1
uk
c =

(n
k

)
+u ·(

∑
Q).(n

k

)
¬ nk. �

(16) Let us consider natural numbers x, y, z. Then x  z and y =
(x
z

)
if and

only if there exist natural numbers u, v, y1, y2, y3 such that y1 = xz and
y2 = (u+ 1)x and y3 = uz and u > y1 and v = by2y3 c and y ≡ v (modu)
and y < u and x  z.
Proof: If x  z and y =

(x
z

)
, then there exist natural numbers u, v, y1,

y2, y3 such that y1 = xz and y2 = (u+ 1)x and y3 = uz and u > y1 and
v = by2y3 c and y ≡ v (modu) and y < u and x  z. y mod u =

(x
z

)
. �
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3. Factorial is Diophantine

Now we state the propositions:

(17) If k > 0 and n > 2 · kk+1, then k! = b nk(nk)
c.

(18) Let us consider natural numbers x, y. Then y = x! if and only if there
exist natural numbers n, y1, y2, y3 such that y1 = 2 · xx+1 and y2 = nx

and y3 =
(n
x

)
and n > y1 and y = by2y3 c.

Proof: If y = x!, then there exist natural numbers n, y1, y2, y3 such that
y1 = 2 · xx+1 and y2 = nx and y3 =

(n
x

)
and n > y1 and y = by2y3 c. �

4. Diophanticity of Selected Products

In the sequel x, y, x1, u, w denote natural numbers.
Now we state the propositions:

(19) Let us consider natural numbers x1, w, u. Suppose x1 · w ≡ 1 (modu).
Let us consider a natural number x. Then

∏
(1 + x1 · (idseq(x))) ≡ x1

x ·
(x!) ·

(w+x
x

)
(modu).

Proof: Consider b being an integer such that u · b = x1 · w − 1. Define
P[natural number] ≡

∏
(1 +x1 · (idseq($1))) ≡ x1$1 · ($1!) ·

(w+$1
$1

)
(modu).

If P[n], then P[n+ 1] by [12, (43)]. P[n]. �

(20) Let us consider natural numbers x, y, x1. Suppose x1  1. Then y =∏
(1 + x1 · (idseq(x))) if and only if there exist natural numbers u, w, y1,

y2, y3, y4, y5 such that u > y and x1 · w ≡ 1 (modu) and y1 = x1
x and

y2 = x! and y3 =
(w+x
x

)
and y1 · y2 · y3 ≡ y (modu) and y4 = 1 +x1 ·x and

y5 = y4
x and u > y5.

Proof: Define P[natural number] ≡ (1 + x1 · $1)$1 
∏

(1+x1·(idseq($1))).
If P[n], then P[n+1]. P[n]. If y =

∏
(1+x1·(idseq(x))), then there exist na-

tural numbers u, w, y1, y2, y3, y4, y5 such that u > y and x1 ·w ≡ 1 (modu)
and y1 = x1

x and y2 = x! and y3 =
(w+x
x

)
and y1 · y2 · y3 ≡ y (modu) and

y4 = 1+x1 ·x and y5 = y4
x and u > y5 by [8, (16)]. Set U = x1

x ·(x!)·
(w+x
x

)
.∏

(1 + x1 · (idseq(x))) ≡ U (modu). �

(21) c1 + n 7→ c2 = n 7→ (c1 + c2).

(22) Let us consider natural numbers x, y, x1. If x1 = 0, then y =
∏

(1 + x1 ·
(idseq(x))) iff y = 1. The theorem is a consequence of (21).

(23) If n  k, then
∏

(n+ 1 +−idseq(k)) = k! ·
(n
k

)
.

Proof: Define P[natural number] ≡ if $1 ¬ n, then
∏

(n+1+−idseq($1))
= $1! ·

( n
$1

)
. If P[i], then P[i+ 1] by [7, (3), (2)]. P[i]. �
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(24) Let us consider natural numbers y, x1, x2. Then y =
∏

(x2 + 1 +
−idseq(x1)) and x2 > x1 if and only if y = x1! ·

(x2
x1

)
and x2 > x1.

5. Selected Subsets of Zero Based Finite Sequences of N
as Diophantine Sets

From now on n, m, k denote natural numbers, p, q denote n-element finite
0-sequences of N, i1, i2, i3, i4, i5, i6 denote elements of n, and a, b, d, f denote
integers.

Now we state the propositions:

(25) Let us consider natural numbers a, b, i1, i2, and i3. Then {p : p(i1) =
(a · p(i2) + b) · p(i3)} is a Diophantine subset of the n-xtuples of N.
Proof: Define R(natural number,natural number,natural number) = a ·
$1+ b. Define P1[natural number,natural number, natural object,natural
number, natural number,natural number] ≡ 1·$1 = 1·$3·$2. For every n, i1,
i2, i3, i4, and i5, {p : P1[p(i1), p(i2),R(p(i3), p(i4), p(i5)), p(i3), p(i4), p(i5)]}
is a Diophantine subset of the n-xtuples of N. Define Q1[finite 0-sequence
of N] ≡ P1[$1(i1), $1(i3), a·$1(i2)+b, $1(i3), $1(i3), $1(i3)]. Define Q2[finite
0-sequence of N] ≡ $1(i1) = (a·$1(i2)+b)·$1(i3). {p : Q1[p]} = {q : Q2[q]}.
�

(26) {p : p(i1) = a · p(i2) · p(i3)} is a Diophantine subset of the n-xtuples of
N.
Proof: Define Q1[finite 0-sequence of N] ≡ 1 · $1(i1) = a · $1(i2) · $1(i3).
Define Q2[finite 0-sequence of N] ≡ $1(i1) = a ·$1(i2) ·$1(i3). {p : Q1[p]} =
{q : Q2[q]}. �

(27) Let us consider a Diophantine subset A of the n-xtuples of N, and natural
numbers k, n4. Suppose k+n4 = n. Then {p�n4 : p ∈ A} is a Diophantine
subset of the k-xtuples of N.
Proof: Consider n3 being a natural number, p1 being a Z-valued poly-
nomial of n + n3,RF such that for every object s, s ∈ A iff there exists
an n-element finite 0-sequence x of N and there exists an n3-element finite
0-sequence y of N such that s = x and eval(p1,@(x a y)) = 0. Reconsider
I = idn+n3 as a finite 0-sequence. Set I1 = I�n4. Set I2 = (I�n)�n4 . Set
I3 = I�n. Reconsider J = (I2aI1)aI3 as a function from n+n3 into n+n3.
Set h = the p1 permuted by J−1. Reconsider H = h as a polynomial of
k + (n4 + n3),RF. Set Y = {p�n4 : p ∈ A}. Y ⊆ the k-xtuples of N. For
every object s, s ∈ Y iff there exists a k-element finite 0-sequence x of N
and there exists an (n4 + n3)-element finite 0-sequence y of N such that
s = x and eval(H,@(x a y)) = 0 by [9, (25)], [11, (27)]. �
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(28) Let us consider integers a, b, a natural number c, i1, i2, and i3. Then
{p : a · p(i1) = b b·p(i2)c·p(i3)c and c · p(i3) 6= 0} is a Diophantine subset of
the n-xtuples of N.
Proof: Define F2(natural number,natural number,natural number) =
c·$3+a·c·$1·$3. For every n, i1, i2, i3, i4, and d, {p : F2(p(i1), p(i2), p(i3)) =
d · p(i4)} is a Diophantine subset of the n-xtuples of N. Define P2[natural
number, natural number, integer] ≡ b · $1 + 0 < $3. For every n, i1, i2,
i3, i4, and i5, {p : P2[p(i1), p(i2),F2(p(i3), p(i4), p(i5))]} is a Diophan-
tine subset of the n-xtuples of N. Define P3[natural number,natural
number, integer] ≡ b · $1  $3 + 0. Define F3(natural number, natural
number,natural number) = a · c · $1 · $3. For every n, i1, i2, i3, i4, and
i5, {p : P3[p(i1), p(i2),F3(p(i3), p(i4), p(i5))]} is a Diophantine subset of
the n-xtuples of N.

Define Q1[finite 0-sequence of N] ≡ P2[$1(i2), $1(i2),F2($1(i1), $1(i1),
$1(i3))]. Define Q2[finite 0-sequence of N] ≡ P3[$1(i2), $1(i2),F3($1(i1),
$1(i1), $1(i3))]. DefineQ12[finite 0-sequence of N] ≡Q1[$1] andQ2[$1]. De-
fine Q3[finite 0-sequence of N] ≡ c·$1(i3) 6= 0·$1(i3)+0. Define Q123[finite
0-sequence of N] ≡ Q12[$1] and Q3[$1]. Define T [finite 0-sequence of N] ≡
a ·$1(i1) = b b·$1(i2)c·$1(i3)c and c ·$1(i3) 6= 0. {p : Q1[p] and Q2[p]} is a Diophan-
tine subset of the n-xtuples of N. {p : Q12[p] and Q3[p]} is a Diophantine
subset of the n-xtuples of N. For every p, T [p] iff Q123[p]. {p : T [p]} = {q
: Q123[q]}. �

Let us consider i1, i2, and i3. Now we state the propositions:

(29) If n 6= 0, then {p : p(i1)  p(i3) and p(i2) =
(p(i1)
p(i3)

)
} is a Diophantine

subset of the n-xtuples of N.
Proof: Set n6 = n+ 6. Define R[finite 0-sequence of N] ≡ $1(i1)  $1(i3)
and $1(i2) =

($1(i1)
$1(i3)

)
. Set RR = {p : R[p]}. Reconsider X = i1, Y = i2,

Z = i3, U = n, V = n+ 1, Y1 = n+ 2, Y2 = n+ 3, Y3 = n+ 4, U1 = n+ 5
as an element of n + 6. Define P1[finite 0-sequence of N] ≡ $1(Y1) =
$1(X)$1(Z). Define P2[finite 0-sequence of N] ≡ $1(Y2) = $1(U1)

$1(X). De-
fine P3[finite 0-sequence of N] ≡ $1(Y3) = $1(U)$1(Z). Define P4[finite
0-sequence of N] ≡ 1 ·$1(U) > 1 ·$1(Y1)+0. Define P5[finite 0-sequence of
N] ≡ 1 · $1(V ) = b1·$1(Y2)1·$1(Y3)c and 1 · $1(Y3) 6= 0. {p, where p is an n6-element
finite 0-sequence of N : P5[p]} is a Diophantine subset of the n6-xtuples of
N.

Define P6[finite 0-sequence of N] ≡ 1 ·$1(Y ) ≡ 1 ·$1(V ) (mod 1 ·$1(U)).
Define P7[finite 0-sequence of N] ≡ 1·$1(U) > 1·$1(Y )+0. Define P8[finite
0-sequence of N] ≡ 1 · $1(X)  1 · $1(Z) + 0. Define P9[finite 0-sequence
of N] ≡ 1 · $1(U1) = 1 · $1(U) + 1. Define P12[finite 0-sequence of N] ≡
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P1[$1] and P2[$1]. {p, where p is an n6-element finite 0-sequence of N :
P12[p]} is a Diophantine subset of the n6-xtuples of N. Define P123[finite
0-sequence of N] ≡ P12[$1] and P3[$1]. {p, where p is an n6-element finite
0-sequence of N : P123[p]} is a Diophantine subset of the n6-xtuples of N.
Define P1234[finite 0-sequence of N] ≡ P123[$1] and P4[$1]. {p, where p is
an n6-element finite 0-sequence of N : P1234[p]} is a Diophantine subset of
the n6-xtuples of N. Define P12345[finite 0-sequence of N] ≡ P1234[$1] and
P5[$1]. {p, where p is an n6-element finite 0-sequence of N : P12345[p]} is
a Diophantine subset of the n6-xtuples of N.

Define P123456[finite 0-sequence of N] ≡ P12345[$1] and P6[$1]. {p, where
p is an n6-element finite 0-sequence of N : P123456[p]} is a Diophantine
subset of the n6-xtuples of N. Define P1234567[finite 0-sequence of N] ≡
P123456[$1] and P7[$1]. {p, where p is an n6-element finite 0-sequence of
N : P1234567[p]} is a Diophantine subset of the n6-xtuples of N. Define
P12345678[finite 0-sequence of N] ≡ P1234567[$1] and P8[$1]. {p, where p

is an n6-element finite 0-sequence of N : P12345678[p]} is a Diophantine
subset of the n6-xtuples of N. Define P123456789[finite 0-sequence of N] ≡
P12345678[$1] and P9[$1]. Set PP = {p, where p is an n6-element finite
0-sequence of N : P123456789[p]}. PP is a Diophantine subset of the n6-
xtuples of N. Reconsider PPn = {p�n, where p is an n6-element finite
0-sequence of N : p ∈ PP} as a Diophantine subset of the n-xtuples of N.
PPn ⊆ RR. RR ⊆ PPn. �

(30) {p : p(i1)  p(i3) and p(i2) =
(p(i1)
p(i3)

)
} is a Diophantine subset of the n-

xtuples of N. The theorem is a consequence of (29).

Let us consider i1 and i2. Now we state the propositions:

(31) If n 6= 0, then {p : p(i1) = p(i2)!} is a Diophantine subset of the n-xtuples
of N.
Proof: Set n6 = n+6. Define R[finite 0-sequence of N] ≡ $1(i1) = $1(i2)!.
Set RR = {p : R[p]}. Reconsider Y = i1, X = i2, N = n, Y1 = n + 1,
Y2 = n + 2, Y3 = n + 3, X1 = n + 4, X2 = n + 5 as an element of n + 6.
Define P1[finite 0-sequence of N] ≡ $1(Y1) = $1(X2)

$1(X1). Define P2[finite
0-sequence of N] ≡ $1(Y2) = $1(N)$1(X). Define P3[finite 0-sequence of
N] ≡ $1(N)  $1(X) and $1(Y3) =

($1(N)
$1(X)

)
. {p, where p is an n6-element

finite 0-sequence of N : P3[p]} is a Diophantine subset of the n6-xtuples
of N. Define P4[finite 0-sequence of N] ≡ 1 · $1(Y ) = b1·$1(Y2)1·$1(Y3)c and 1 ·
$1(Y3) 6= 0. {p, where p is an n6-element finite 0-sequence of N : P4[p]} is
a Diophantine subset of the n6-xtuples of N. Define P5[finite 0-sequence
of N] ≡ 1 · $1(X2) = 2 · $1(X) + 0. Define P6[finite 0-sequence of N] ≡
1 · $1(X1) = 1 · $1(X) + 1. Define P7[finite 0-sequence of N] ≡ 1 · $1(N) >
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1 · $1(Y1) + 0. Define P12[finite 0-sequence of N] ≡ P1[$1] and P2[$1]. {p,
where p is an n6-element finite 0-sequence of N : P12[p]} is a Diophantine
subset of the n6-xtuples of N.

Define P123[finite 0-sequence of N] ≡ P12[$1] and P3[$1]. {p, where p
is an n6-element finite 0-sequence of N : P123[p]} is a Diophantine sub-
set of the n6-xtuples of N. Define P1234[finite 0-sequence of N] ≡ P123[$1]
and P4[$1]. {p, where p is an n6-element finite 0-sequence of N : P1234[p]} is
a Diophantine subset of the n6-xtuples of N. Define P12345[finite 0-sequence
of N] ≡ P1234[$1] and P5[$1]. {p, where p is an n6-element finite 0-sequence
of N : P12345[p]} is a Diophantine subset of the n6-xtuples of N. Defi-
ne P123456[finite 0-sequence of N] ≡ P12345[$1] and P6[$1]. {p, where p is
an n6-element finite 0-sequence of N : P123456[p]} is a Diophantine subset of
the n6-xtuples of N. Define P1234567[finite 0-sequence of N] ≡ P123456[$1]
and P7[$1]. Set PP = {p, where p is an n6-element finite 0-sequence of
N : P1234567[p]}. PP is a Diophantine subset of the n6-xtuples of N.
Reconsider PPn = {p�n, where p is an n6-element finite 0-sequence of
N : p ∈ PP} as a Diophantine subset of the n-xtuples of N. PPn ⊆ RR.
RR ⊆ PPn. �

(32) {p : p(i1) = p(i2)!} is a Diophantine subset of the n-xtuples of N. The
theorem is a consequence of (31).

(33) {p : 1 + (p(i1) + 1) · (p(i2)!) = p(i3)} is a Diophantine subset of the n-
xtuples of N.
Proof: Define R(natural number,natural number,natural number) = 1 ·
$1+−1. Define P1[natural number,natural number, integer] ≡ 1 · $1 · $2 =
$3. For every i1, i2, i3, i4, and i5, {p : P1[p(i1), p(i2),R(p(i3), p(i4), p(i5))]}
is a Diophantine subset of the n-xtuples of N. Define F2(natural number,
natural number, natural number) = $1!. For every i1, i2, i3, and i4, {p
: F2(p(i1), p(i2), p(i3)) = p(i4)} is a Diophantine subset of the n-xtuples
of N. Define P2[natural number, natural number, natural object,natural
number,natural number, natural number] ≡ 1 · $1 · $3 = 1 · $2 − 1.

For every i1, i2, i3, i4, and i5, {p : P2[p(i1), p(i2),F2(p(i3), p(i4), p(i5)),
p(i3), p(i4), p(i5)]} is a Diophantine subset of the n-xtuples of N. Define
P3[natural number, natural number,natural object, natural number,natural
number,natural number] ≡ 1 · $3 · ($1!) = 1 · $2 − 1. Define F3(natural
number,natural number,natural number) = 1 · $1 + 1. For every n, i1, i2,
i3, i4, and i5, {p : P3[p(i1), p(i2),F3(p(i3), p(i4), p(i5)), p(i3), p(i4), p(i5)]}
is a Diophantine subset of the n-xtuples of N. Define Q1[finite 0-sequence
of N] ≡ P3[$1(i2), $1(i3), 1·$1(i1)+1, $1(i3), $1(i3), $1(i3)]. Define Q2[finite
0-sequence of N] ≡ 1 + ($1(i1) + 1) · ($1(i2)!) = $1(i3). {p : Q1[p]} = {q
: Q2[q]}. �
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Let us consider i1, i2, and i3. Now we state the propositions:

(34) If n 6= 0, then {p : p(i3) =
∏

(1 + p(i1) · (idseq(p(i2)))) and p(i1)  1} is
a Diophantine subset of the n-xtuples of N.
Proof: Set n12 = n+13. DefineR[finite 0-sequence of N] ≡ $1(i3) =

∏
(1+

$1(i1) · (idseq($1(i2)))) and $1(i1)  1. Set RR = {p : R[p]}. Reconsider
X1 = i1, X = i2, Y = i3, U = n, W = n + 1, Y1 = n + 2, Y2 = n + 3,
Y3 = n+ 4, Y4 = n+ 5, Y5 = n+ 6, X3 = n+ 7, W1 = n+ 8, Y6 = n+ 9,
Y7 = n + 10, X4 = n + 11, O = n + 12 as an element of n12. Define
Q[finite 0-sequence of N] ≡ 1 · $1(X1)  0 · $1(Y ) + 1. Define P1[finite
0-sequence of N] ≡ 1 · $1(U) > 1 · $1(Y ) + 0. Define P2[finite 0-sequence
of N] ≡ 1 · $1(X3) = 1 · $1(X1) · $1(W ).

Define P3[finite 0-sequence of N] ≡ $1(O) = 1. Define P4[finite
0-sequence of N] ≡ 1 · $1(X3) ≡ 1 · $1(O) (mod 1 · $1(U)). Define P5[finite
0-sequence of N] ≡ $1(Y1) = $1(X1)

$1(X). Define P6[finite 0-sequence of
N] ≡ $1(Y2) = $1(X)!. {p, where p is an n12-element finite 0-sequence
of N : P6[p]} is a Diophantine subset of the n12-xtuples of N. Define
P7[finite 0-sequence of N] ≡ 1 · $1(W1) = 1 · $1(W ) + 1 · $1(X) + 0. De-
fine P8[finite 0-sequence of N] ≡ $1(W1)  $1(X) and $1(Y3) =

($1(W1)
$1(X)

)
.

{p, where p is an n12-element finite 0-sequence of N : P8[p]} is a Dio-
phantine subset of the n12-xtuples of N. Define P9[finite 0-sequence of
N] ≡ 1 · $1(Y6) = 1 · $1(Y1) · $1(Y2). Define PA[finite 0-sequence of
N] ≡ 1 · $1(Y7) = 1 · $1(Y6) · $1(Y3). Define PB[finite 0-sequence of N] ≡
1 · $1(Y7) ≡ 1 · $1(Y ) (mod 1 · $1(U)). Define PC[finite 0-sequence of
N] ≡ 1 · $1(X4) = 1 · $1(X1) · $1(X). Define PD[finite 0-sequence of N] ≡
1 · $1(Y4) = 1 · $1(X4) + 1. Define PE [finite 0-sequence of N] ≡ $1(Y5) =
$1(Y4)

$1(X). Define PF [finite 0-sequence of N] ≡ 1 · $1(U) > 1 · $1(Y5) + 0.
Define C1[finite 0-sequence of N] ≡ Q[$1] and P1[$1]. {p, where p is

an n12-element finite 0-sequence of N : C1[p]} is a Diophantine subset of
the n12-xtuples of N. Define C2[finite 0-sequence of N] ≡ C1[$1] and P2[$1].
{p, where p is an n12-element finite 0-sequence of N : C2[p]} is a Diophantine
subset of the n12-xtuples of N. Define C3[finite 0-sequence of N] ≡ C2[$1]
and P3[$1]. {p, where p is an n12-element finite 0-sequence of N : C3[p]} is
a Diophantine subset of the n12-xtuples of N. Define C4[finite 0-sequence
of N] ≡ C3[$1] and P4[$1]. {p, where p is an n12-element finite 0-sequence of
N : C4[p]} is a Diophantine subset of the n12-xtuples of N. Define C5[finite
0-sequence of N] ≡ C4[$1] and P5[$1]. {p, where p is an n12-element finite
0-sequence of N : C5[p]} is a Diophantine subset of the n12-xtuples of N.
Define C6[finite 0-sequence of N] ≡ C5[$1] and P6[$1]. {p, where p is an n12-
element finite 0-sequence of N : C6[p]} is a Diophantine subset of the n12-
xtuples of N. Define C7[finite 0-sequence of N] ≡ C6[$1] and P7[$1]. {p,
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where p is an n12-element finite 0-sequence of N : C7[p]} is a Diophantine
subset of the n12-xtuples of N. Define C8[finite 0-sequence of N] ≡ C7[$1]
and P8[$1]. {p, where p is an n12-element finite 0-sequence of N : C8[p]} is
a Diophantine subset of the n12-xtuples of N. Define C9[finite 0-sequence
of N] ≡ C8[$1] and P9[$1]. {p, where p is an n12-element finite 0-sequence
of N : C9[p]} is a Diophantine subset of the n12-xtuples of N.

Define CA[finite 0-sequence of N] ≡ C9[$1] and PA[$1]. {p, where p

is an n12-element finite 0-sequence of N : CA[p]} is a Diophantine subset
of the n12-xtuples of N. Define CB[finite 0-sequence of N] ≡ CA[$1] and
PB[$1]. {p, where p is an n12-element finite 0-sequence of N : CB[p]} is
a Diophantine subset of the n12-xtuples of N. Define CC[finite 0-sequence
of N] ≡ CB[$1] and PC[$1]. {p, where p is an n12-element finite 0-sequence of
N : CC[p]} is a Diophantine subset of the n12-xtuples of N. Define CD[finite
0-sequence of N] ≡ CC[$1] and PD[$1]. {p, where p is an n12-element finite
0-sequence of N : CD[p]} is a Diophantine subset of the n12-xtuples of
N. Define CE [finite 0-sequence of N] ≡ CD[$1] and PE [$1]. {p, where p

is an n12-element finite 0-sequence of N : CE [p]} is a Diophantine subset
of the n12-xtuples of N. Define CF [finite 0-sequence of N] ≡ CE [$1] and
PF [$1]. Set PP = {p, where p is an n12-element finite 0-sequence of N :
CF [p]}. PP is a Diophantine subset of the n12-xtuples of N. Reconsider
PPn = {p�n, where p is an n12-element finite 0-sequence of N : p ∈ PP}
as a Diophantine subset of the n-xtuples of N. PPn ⊆ RR. RR ⊆ PPn. �

(35) {p : p(i3) =
∏

(1 + p(i1) · (idseq(p(i2)))) and p(i1)  1} is a Diophantine
subset of the n-xtuples of N. The theorem is a consequence of (34).

(36) {p : p(i3) =
∏

(1 + p(i1)! · (idseq(1 + p(i2))))} is a Diophantine subset of
the n-xtuples of N.
Proof: DefineR(natural number,natural number, natural number) = $1!.
For every i1, i2, i3, and i4, {p : R(p(i1), p(i2), p(i3)) = p(i4)} is a Dio-
phantine subset of the n-xtuples of N. Define P1[natural number,natural
number, natural object,natural number, natural number,natural number]
≡ $1 =

∏
(1 + $3 · (idseq($2))) and $3  1. For every i1, i2, i3, i4, i5, and

i6, {p : P1[p(i1), p(i2), p(i3), p(i4), p(i5), p(i6)]} is a Diophantine subset of
the n-xtuples of N.

For every i1, i2, i3, i4, and i5, {p : P1[p(i1), p(i2),R(p(i3), p(i4), p(i5)),
p(i3), p(i4), p(i5)]} is a Diophantine subset of the n-xtuples of N. Define
F2(natural number,natural number,natural number) = 1 · $1 + 1. Define
P2[natural number,natural number,natural object, natural number,natural
number,natural number] ≡ $1 =

∏
(1 + $2! · (idseq($3))) and $2!  1. For

every i1, i2, i3, i4, and i5, {p : P2[p(i1), p(i2),F2(p(i3), p(i4), p(i5)), p(i3),
p(i4), p(i5)]} is a Diophantine subset of the n-xtuples of N. DefineQ1[finite
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0-sequence of N] ≡ P2[$1(i3), $1(i1), 1 · $1(i2) + 1, 1 · $1(i3), $1(i3), $1(i3)].
Define Q2[finite 0-sequence of N] ≡ $1(i3) =

∏
(1 + $1(i1)! · (idseq(1 +

$1(i2)))). {p : Q1[p]} = {q : Q2[q]}. �
Let us consider i1, i2, and i3. Now we state the propositions:

(37) If n 6= 0, then {p : p(i3) =
∏

(p(i2)+1+−idseq(p(i1))) and p(i2) > p(i1)}
is a Diophantine subset of the n-xtuples of N.
Proof: Set n2 = n + 2. Define R[finite 0-sequence of N] ≡ $1(i3) =∏

($1(i2) + 1 + −idseq($1(i1))) and $1(i2) > $1(i1). Set RR = {p : R[p]}.
Reconsider Y = i3, X2 = i2, X1 = i1, C = n, F = n + 1 as an element
of n2. Define P1[finite 0-sequence of N] ≡ $1(X2)  $1(X1) and $1(C) =($1(X2)
$1(X1)

)
. {p, where p is an n2-element finite 0-sequence of N : P1[p]} is

a Diophantine subset of the n2-xtuples of N. Define P2[finite 0-sequence
of N] ≡ $1(F ) = $1(X1)!. {p, where p is an n2-element finite 0-sequence of
N : P2[p]} is a Diophantine subset of the n2-xtuples of N. Define P3[finite
0-sequence of N] ≡ 1 · $1(X2) > 1 · $1(X1) + 0. Define P4[finite 0-sequence
of N] ≡ 1 · $1(Y ) = 1 · $1(F ) · $1(C).

Define P12[finite 0-sequence of N] ≡ P1[$1] and P2[$1]. {p, where p
is an n2-element finite 0-sequence of N : P12[p]} is a Diophantine subset
of the n2-xtuples of N. Define P123[finite 0-sequence of N] ≡ P12[$1] and
P3[$1]. {p, where p is an n2-element finite 0-sequence of N : P123[p]} is
a Diophantine subset of the n2-xtuples of N. Define P1234[finite 0-sequence
of N] ≡ P123[$1] and P4[$1]. Set PP = {p, where p is an n2-element finite
0-sequence of N : P1234[p]}. PP is a Diophantine subset of the n2-xtuples
of N. Reconsider PPn = {p�n, where p is an n2-element finite 0-sequence
of N : p ∈ PP} as a Diophantine subset of the n-xtuples of N. PPn ⊆ RR.
RR ⊆ PPn. �

(38) {p : p(i3) =
∏

(p(i2) + 1 + −idseq(p(i1))) and p(i2) > p(i1)} is a Dio-
phantine subset of the n-xtuples of N. The theorem is a consequence of
(37).

(39) {p : p(i1) =
∏

(i+ p�n1�n2)} is a Diophantine subset of the n-xtuples of
N.
Proof: Define P[natural number] ≡ for every n such that $1 + n1 ¬ n

for every i1, {p : p(i1) =
∏

(i+ p�n1�$1)} is a Diophantine subset of the n-
xtuples of N. P[0]. If P[m], then P[m+ 1]. P[m]. �
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Summary. This article is the final step of our attempts to formalize the
negative solution of Hilbert’s tenth problem.

In our approach, we work with the Pell’s Equation defined in [2]. We analyzed
this equation in the general case to show its solvability as well as the cardinality
and shape of all possible solutions. Then we focus on a special case of the equ-
ation, which has the form x2 − (a2 − 1)y2 = 1 [8] and its solutions considered as
two sequences {xi(a)}∞i=0, {yi(a)}∞i=0. We showed in [1] that the n-th element of
these sequences can be obtained from lists of several basic Diophantine relations
as linear equations, finite products, congruences and inequalities, or more preci-
sely that the equation x = yi(a) is Diophantine. Following the post-Matiyasevich
results we show that the equality determined by the value of the power func-
tion y = xz is Diophantine, and analogously property in cases of the binomial
coefficient, factorial and several product [9].

In this article, we combine analyzed so far Diophantine relation using con-
junctions, alternatives as well as substitution to prove the bounded quantifier
theorem. Based on this theorem we prove MDPR-theorem that every recursive-
ly enumerable set is Diophantine, where recursively enumerable sets have been
defined by the Martin Davis normal form.

The formalization by means of Mizar system [5], [7], [4] follows [10], Z. Ada-
mowicz, P. Zbierski [3] as well as M. Davis [6].
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1. Preliminaries

From now on i, j, n, n1, n2, m, k, l, u denote natural numbers, i1, i2, i3, i4,
i5, i6 denote elements of n, p, q denote n-element finite 0-sequences of N, and
a, b, c, d, e, f denote integers.

Let n be a natural number. Let us note that idseq(n) is Z-valued.
Let x be an n-element, natural-valued finite 0-sequence and p be a Z-valued

polynomial of n,RF. One can check that eval(p,@x) is integer.
Now we state the proposition:

(1) Let us consider a Z-valued polynomial p of n,RF, and n-element finite
0-sequences x, y of N. Suppose k 6= 0 and for every i such that i ∈ n holds
k | x(i)−y(i). Then k | (eval(p,@x) qua integer)−(eval(p,@y) qua integer).
Proof: Reconsider f1 = RF as a field. Reconsider p1 = p as a polynomial
of n,f1. Reconsider x2 = @x, y2 = @y as a function from n into the carrier
of f1. Set s3 = SgmX(BagOrdern, Support p1). Consider X being a finite
sequence of elements of the carrier of f1 such that lenX = len s3 and
eval(p1, x2) =

∑
X and for every element i of N such that 1 ¬ i ¬ lenX

holds X/i = p1 · s3/i · (eval(s3/i, x2)).
Consider Y being a finite sequence of elements of the carrier of f1 such

that lenY = len s3 and eval(p1, y2) =
∑
Y and for every element i of N

such that 1 ¬ i ¬ lenY holds Y/i = p1 · s3/i · (eval(s3/i, y2)). Reconsider
Y2 = Y, X4 = X as a finite sequence of elements of R. Define P[natural
number] ≡ if $1 ¬ lenX, then

∑
(X4�$1)−

∑
(Y2�$1) is an integer and for

every integer d such that d =
∑

(X4�$1)−
∑

(Y2�$1) holds k | d. For every
natural number i such that P[i] holds P[i+ 1]. P[i]. �

Let f be a Z-valued function. Let us note that −f is Z-valued.
The scheme SCH1 deals with a binary predicate P and a finite-0-sequence-

yielding finite 0-sequence f and states that

(Sch. 1) {f(i)(j), where i, j are natural numbers : P[i, j]} is finite.

Now we state the propositions:

(2) If m  n > 0, then 1 +m! · (idseq(n)) is a CR-sequence.
Proof: Set h = 1+m!·(idseq(n)). Define F(natural number) = m!·$1+1.
For every i such that i ∈ domh holds h(i) = F(i). h is positive yielding.
For every natural numbers i, j such that i, j ∈ domh and i < j holds h(i)
and h(j) are relatively prime. h is Chinese remainder. �

(3) Let us consider a prime number p, and a finite sequence f of elements
of N. Suppose f is positive yielding and p |

∏
f . Then there exists i such

that

(i) i ∈ dom f , and
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(ii) p | f(i).

Proof: Define P[natural number] ≡ for every finite sequence f of elements
of N such that len f = $1 and f is positive yielding and p |

∏
f there exists

i such that i ∈ dom f and p | f(i). P[0]. If P[n], then P[n+ 1]. P[n]. �

2. Selected Operations on Polynomials

Let n be a set and p be a series of n, RF. The functor |p| yielding a series of
n, RF is defined by

(Def. 1) for every bag b of n, it(b) = |p(b)|.
Now we state the proposition:

(4) Let us consider a set n, and a series p of n, RF. Then Support p =
Support |p|.

Let n be an ordinal number and p be a polynomial of n,RF. Let us note that
|p| is finite-Support.

Let n be a set, S be a non empty zero structure, and p be a finite-Support
series of n, S. One can check that Support p is finite.

Let n be an ordinal number, L be an add-associative, right zeroed, right
complementable, non empty additive loop structure, and p be a polynomial of
n,L. The functor

∑
coeff(p) yielding an element of L is defined by the term

(Def. 2)
∑
p · (SgmX(BagOrdern, Support p)).

The functor degree(p) yielding a natural number is defined by

(Def. 3) (i) there exists a bag s of n such that s ∈ Support p and it = degree(s)
and for every bag s1 of n such that s1 ∈ Support p holds degree(s1) ¬
it , if p 6= 0nL,

(ii) it = 0, otherwise.

Now we state the propositions:

(5) Let us consider an ordinal number n, and a bag b of n. Then degree(b) =∑
b · (SgmX(⊆n, support b)).

(6) Let us consider an ordinal number n, an add-associative, right zero-
ed, right complementable, non empty additive loop structure L, and
a polynomial p of n,L. Then degree(p) = 0 if and only if Support p ⊆
{EmptyBag n}.
Proof: If degree(p) = 0, then Support p ⊆ {EmptyBag n}. Consider s
being a bag of n such that s ∈ Support p and degree(p) = degree(s). �

(7) Let us consider an ordinal number n, an add-associative, right zeroed,
right complementable, non empty additive loop structure L, a polynomial
p of n,L, and a bag b of n. If b ∈ Support p, then degree(p)  degree(b).
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(8) Let us consider an ordinal number n, and a polynomial p of n,RF. If
|p| = 0n(RF), then p = 0n(RF).

Let n be a set. One can verify that |0n(RF)| reduces to 0n(RF). Now we state
the propositions:

(9) Let us consider an ordinal number n, and a polynomial p of n,RF. Then
degree(p) = degree(|p|). The theorem is a consequence of (8) and (4).

(10) Let us consider an ordinal number n, a bag b of n, and a real number
r. Suppose r  1. Let us consider a function x from n into the carrier of
RF. Suppose for every object i such that i ∈ domx holds |x(i)| ¬ r. Then
| eval(b, x)| ¬ rdegree(b).
Proof: Reconsider f1 = RF as a field. Set s2 = SgmX(⊆n, support b). Set
B = b · s2. Consider y being a finite sequence of elements of f1 such that
len y = len s2 and eval(b, x) =

∏
y and for every element i of N such that

1 ¬ i ¬ len y holds y/i = powerRF(x · s2/i, B/i).
Define P[natural number] ≡ if $1 ¬ len y, then

∏
(y�$1) is a real

number and for every real number P such that P =
∏

(y�$1) holds |P | ¬
r
∑
(B�$1). For every i such that P[i] holds P[i+ 1]. For every i, P[i]. �

(11) Let us consider an ordinal number n, a polynomial p of n,RF, and a real
number r. Suppose r  1. Let us consider a function x from n into the car-
rier of RF. Suppose for every object i such that i ∈ domx holds |x(i)| ¬ r.
Then | eval(p, x)| ¬ (

∑
coeff(|p|)) · (rdegree(p)).

Proof: Reconsider f1 = RF as a field. Reconsider p1 = p, A1 = |p| as a po-
lynomial of n,f1. Reconsider x2 = x as a function from n into the carrier
of f1. Set S1 = SgmX(BagOrdern,Support p1). Reconsider H = A1 ·S1 as
a finite sequence of elements of the carrier of RF.

∑
coeff(|p|) =

∑
A1 ·S1.

Consider y being a finite sequence of elements of the carrier of f1 such
that len y = lenS1 and eval(p, x) =

∑
y and for every element i of N

such that 1 ¬ i ¬ len y holds y/i = p1 · S1/i · (eval(S1/i, x2)). Reconsider
Y = y as a finite sequence of elements of R. Define P[natural number] ≡
if $1 ¬ len y, then |

∑
(Y �$1)| ¬ (

∑
(H�$1)) · (rdegree(p)). For every natural

number i such that P[i] holds P[i+ 1]. For every natural number i, P[i].
�

Let n be an ordinal number and p be a Z-valued polynomial of n,RF. Let us
note that |p| is natural-valued and there exists a polynomial of n,RF which is
natural-valued.

Let O be an ordinal number and p be a natural-valued polynomial of O,RF.
Let us observe that

∑
coeff(p) is natural.
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3. Selected Subsets of Zero Based Finite Sequences of N
as Diophantine Sets

The scheme SubsetDioph deals with a natural number n and a 4-ary predicate
P and a set S and states that

(Sch. 2) For every elements i2, i3, i4 of n, {p, where p is an n-element fini-
te 0-sequence of N : for every natural number i such that i ∈ S holds
P[p(i), p(i2), p(i3), p(i4)]} is a Diophantine subset of the n-xtuples of N

provided

• for every elements i1, i2, i3, i4 of n, {p, where p is an n-element finite
0-sequence of N : P[p(i1), p(i2), p(i3), p(i4)]} is a Diophantine subset of
the n-xtuples of N and

• S ⊆ Zn.

Now we state the propositions:

(12) Suppose n1 + n2 ¬ n.
Then {p : p(i1)  k·((p(i2)2 + 1) · (

∏
(1 + p�n1�n2)) · (l · p(i3) +m)i·p(i4)+j)}

is a Diophantine subset of the n-xtuples of N.
Proof: Define F0(natural number,natural number, natural number) =
$1
$2 . Define P0[natural number, natural number,natural object,natural

number, natural number,natural number] ≡ 1 ·$1  k ·$3+0. For every i1,
i2, i3, i4, and i5, {p : P0[p(i1), p(i2),F0(p(i3), p(i4), p(i5)), p(i3), p(i4), p(i5)]}
is a Diophantine subset of the n-xtuples of N. Define F1(natural number,
natural number, natural number) = i·$1+j. Define P1[natural number, na-
tural number,natural object, natural number,natural number, natural num-
ber] ≡ $1  k·($2$3). For every i1, i2, i3, i4, and i5, {p : P1[p(i1), p(i2),F1(p
(i3), p(i4), p(i5)), p(i3), p(i4), p(i5)]} is a Diophantine subset of the n-xtuples
of N. Define F2(natural number, natural number,natural number) = 1 ·$1 ·
$2.

Define P2[natural number,natural number,natural object, natural
number,natural number,natural number] ≡ $1  k·($3i·$2+j). For every i1,
i2, i3, i4, and i5, {p : P2[p(i1), p(i2),F2(p(i3), p(i4), p(i5)), p(i3), p(i4), p(i5)]}
is a Diophantine subset of the n-xtuples of N. Define P3[natural number,
natural number,natural object, natural number, natural number,natural
number] ≡ $1  k · ($6 · $3i·$2+j). For every i1, i2, i3, i4, and i5, {p
: P3[p(i1), p(i2),F2(p(i3), p(i4), p(i5)), p(i3), p(i4), p(i5)]} is a Diophantine
subset of the n-xtuples of N. Define F5(natural number,natural number, na-
tural number) = 1·$1+1. Define P5[natural number,natural number,natur-
al object,natural number, natural number, natural number] ≡ $1  k ·
($3 · $5 · $6i·$2+j). For every i1, i2, i3, i4, and i5, {p : P5[p(i1), p(i2),F5(p(i3),
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p(i4), p(i5)), p(i3), p(i4), p(i5)]} is a Diophantine subset of the n-xtuples
of N. Define G(natural number,natural number, natural number) = l ·
$1+m. DefineR1[natural number, natural number, natural object, natural
number, natural number,natural number] ≡ $1  k·($3 · $5 · ($6 + 1)i·$2+j).
For every i1, i2, i3, i4, and i5, {p :R1[p(i1), p(i2),G(p(i3), p(i4), p(i5)), p(i3),
p(i4), p(i5)]} is a Diophantine subset of the n-xtuples of N.

Define P6[natural number,natural number, natural object,natural
number, natural number, natural number] ≡ $1  k · (($3 + 1) · $5 · (l · $6+
m)i·$2+j). Define F6(natural number,natural number,natural number) =
1·$1 ·$1. For every n, i1, i2, i3, i4, and i5, {p : P6[p(i1), p(i2),F6(p(i3), p(i4),
p(i5)), p(i3), p(i4), p(i5)]} is a Diophantine subset of the n-xtuples of N.
Set X = n + 1. Reconsider N = n, I1 = i1, I2 = i2, I3 = i3, I4 = i4
as an element of X. Define P7[finite 0-sequence of N] ≡ $1(I1)  k ·
((1 · $1(I2) · $1(I2) + 1) · $1(N) · (l · $1(I3) +m)i·$1(I4)+j). DefineQ7[finite
0-sequence of N] ≡ $1(N) =

∏
(1 + $1�n1�n2). Set P1 = {p, where p is

an X-element finite 0-sequence of N : P7[p] and Q7[p]}. P1 is a Diophan-
tine subset of the X-xtuples of N. Define S[finite 0-sequence of N] ≡
$1(i1)  k·(($1(i2)2 + 1) · (

∏
(1 + $1�n1�n2)) · (l · $1(i3) +m)i·$1(i4)+j). Set

S = {p : S[p]}. S ⊆ the n-xtuples of N. �

(13) Let us consider a Z-valued polynomial P of k,RF, an integer a, a permu-
tation p2 of n, and i1. Suppose k ¬ n. Then {p : for every k-element finite
0-sequence q of N such that q = p · p2�k holds a · p(i1) = eval(P,@q)} is
a Diophantine subset of the n-xtuples of N.

(14) Let us consider a Z-valued polynomial P of k+ 1,RF, an integer a, n, i1,
and i2. Suppose k+ 1 ¬ n and k ∈ i2. Then {p : for every (k+ 1)-element
finite 0-sequence q of N such that q = 〈p(i2)〉 a (p�k) holds a · p(i1) =
eval(P,@q)} is a Diophantine subset of the n-xtuples of N.
Proof: Set k1 = k + 1. Reconsider I5 = idk as a finite 0-sequence. Set
f = 〈i2〉 a I5. Set R = rng f . Consider g being a function such that g
is one-to-one and dom g = n \ k1 and rng g = n \ R. Reconsider f1 =
f+·g as a function from n into n. Define Q[finite 0-sequence of N] ≡
for every k1-element finite 0-sequence q of N such that q = $1 · f1�k1
holds a · $1(i1) = eval(P,@q). Define R[finite 0-sequence of N] ≡ for every
(k + 1)-element finite 0-sequence q of N such that q = 〈$1(i2)〉 a ($1�k)
holds a · $1(i1) = eval(P,@q). For every n-element finite 0-sequence p of N,
Q[p] iff R[p]. {p : Q[p]} = {q : R[q]}. �

(15) Let us consider a Z-valued polynomial P of k+1,RF, n, i1, and i2. Suppose
k+ 1 ¬ n and k ∈ i1. Then {p : for every (k+ 1)-element finite 0-sequence
q of N such that q = 〈p(i1)〉 a (p�k) holds eval(P,@q) ≡ 0 (mod p(i2))} is
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a Diophantine subset of the n-xtuples of N.
Proof: Set k1 = k + 1. Set X = n + 1. Reconsider N = n, I1 = i1,
I2 = i2 as an element of X. Define P[finite 0-sequence of N] ≡ 1 · $1(N) ≡
0 · $1(I1) (mod 1 · $1(I2)). Define O[finite 0-sequence of N] ≡ for every
k1-element finite 0-sequence q of N such that q = 〈$1(I1)〉 a ($1�k) holds
1 · $1(N) = eval(P,@q). Define M[finite 0-sequence of N] ≡ for every k1-
element finite 0-sequence q of N such that q = 〈$1(I1)〉a ($1�k) holds (−1) ·
$1(N) = eval(P,@q). Define Q[finite 0-sequence of N] ≡ O[$1] or M[$1].
{p, where p is an X-element finite 0-sequence of N : O[p]} is a Diophantine
subset of the X-xtuples of N. {p, where p is an X-element finite 0-sequence
of N : M[p]} is a Diophantine subset of the X-xtuples of N. {p, where p
is an X-element finite 0-sequence of N : O[p] or M[p]} is a Diophantine
subset of the X-xtuples of N. Set P1 = {p, where p is an X-element finite
0-sequence of N : P[p] and Q[p]}. P1 is a Diophantine subset of the X-
xtuples of N.

Set P2 = {p�n, where p is an X-element finite 0-sequence of N : p ∈
P1}. Define S[finite 0-sequence of N] ≡ for every k1-element finite 0-
sequence q of N such that q = 〈$1(i1)〉a($1�k) holds eval(P,@q) ≡ 0 (mod $1
(i2)). Set S = {p : S[p]}. S ⊆ P2. P2 ⊆ S. �

4. Bounded Quantifier Theorem and its Variant

Let us consider a Z-valued polynomial p of 2 +n+ k,RF, an n-element finite
0-sequence X of N, and an element x of N. Now we state the propositions:

(16) For every element z of N such that z ¬ x there exists a k-element finite
0-sequence y of N such that eval(p,@((〈z, x〉 a X) a y)) = 0 if and on-
ly if there exists a k-element finite 0-sequence Y of N and there exist
elements Z, e, K of N such that K > x and K  (

∑
coeff(|p|)) ·

((x2 + 1) · (
∏

(1 +X)) · edegree(p)) and for every natural number i such that
i ∈ k holds Y (i) > e and e > x and 1+(Z+1)·(K!) =

∏
(1+K!·(idseq(x+

1))) and eval(p,@((〈Z, x〉 a X) a Y )) ≡ 0 (mod 1 + (Z + 1) · (K!)) and for
every natural number i such that i ∈ k holds

∏
(Y (i) + 1 + −idseq(e)) ≡

0 (mod 1 + (Z + 1) · (K!)).
Proof: If for every element z of N such that z ¬ x there exists a k-
element finite 0-sequence y of N such that eval(p,@((〈z, x〉 aX) a y)) = 0,
then there exists a k-element finite 0-sequence Y of N and there exist
elements Z, e, K of N such that K > x and K  (

∑
coeff(|p|)) ·

((x2 + 1) · (
∏

(1 +X)) · edegree(p)) and for every natural number i such that
i ∈ k holds Y (i) > e and e > x and 1+(Z+1)·(K!) =

∏
(1+K!·(idseq(x+



216 karol pąk

1))) and eval(p,@((〈Z, x〉 a X) a Y )) ≡ 0 (mod 1 + (Z + 1) · (K!)) and for
every natural number i such that i ∈ k holds

∏
(Y (i) + 1 + −idseq(e)) ≡

0 (mod 1 + (Z+ 1) · (K!)). Set K1 = K!. Set z1 = 1+ (z+ 1) ·K1. Consider
p3 being an element of N such that p3 | z1 and p3 ¬ z1 and p3 is prime.
Define P(object) = Y ($1) mod p3.

Consider Y3 being a finite 0-sequence such that lenY3 = k and for
every natural number i such that i ∈ k holds Y3(i) = P(i). rng Y3 ⊆ N.
Reconsider E1 = eval(p,@((〈Z, x〉 a X) a Y )) as an integer. K < p3. For
every i such that i ∈ 2+k+n holds p3 | ((〈Z, x〉aX)aY )(i)−((〈z, x〉aX)a

Y3)(i). p3 | E1 − eval(p,@((〈z, x〉 a X) a Y3)). Consider m being a natural
number such that | eval(p,@((〈z, x〉 aX) a Y3))| = p3 ·m. For every object
i such that i ∈ dom(@((〈z, x〉aX)a Y3)) holds |(@((〈z, x〉aX)a Y3))(i)| ¬
(x2 + 1) · (

∏
(1 +X)) · e. | eval(p,@((〈z, x〉 a X) a Y3))| ¬ (

∑
coeff(|p|)) ·

((x2 + 1) · (
∏

(1 +X)) · edegree(p)). �
(17) For every element z of N such that z ¬ x there exists a k-element finite

0-sequence y of N such that for every i such that i ∈ k holds y(i) ¬
x and eval(p,@((〈z, x〉 a X) a y)) = 0 if and only if there exists a k-
element finite 0-sequence Y of N and there exist elements Z, K of N
such that K > x and K  (

∑
coeff(|p|)) · ((x2 + 1) · (

∏
(1 +X))degree(p))

and for every natural number i such that i ∈ k holds Y (i) > x + 1 and
1+(Z+1)·(K!) =

∏
(1+K!·(idseq(x+1))) and eval(p,@((〈Z, x〉aX)aY )) ≡

0 (mod 1 + (Z + 1) · (K!)) and for every natural number i such that i ∈ k
holds

∏
(Y (i) + 1 +−idseq(x+ 1)) ≡ 0 (mod 1 + (Z + 1) · (K!)).

Proof: Set x1 = x+ 1. If for every element z of N such that z ¬ x there
exists a k-element finite 0-sequence y of N such that for every i such that
i ∈ k holds y(i) ¬ x and eval(p,@((〈z, x〉 a X) a y)) = 0, then there exists
a k-element finite 0-sequence Y of N and there exist elements Z, K of N
such that K > x and K  (

∑
coeff(|p|)) · ((x2 + 1) · (

∏
(1 +X))degree(p))

and for every natural number i such that i ∈ k holds Y (i) > x1 and
1+(Z+1)·(K!) =

∏
(1+K!·(idseq(x+1))) and eval(p,@((〈Z, x〉aX)aY )) ≡

0 (mod 1 + (Z + 1) · (K!)) and for every natural number i such that i ∈ k
holds

∏
(Y (i) + 1 +−idseq(x1)) ≡ 0 (mod 1 + (Z+ 1) · (K!)). Set K1 = K!.

Set z1 = 1 + (z + 1) ·K1.
Consider p3 being an element of N such that p3 | z1 and p3 ¬ z1 and

p3 is prime. Define P(object) = Y ($1) mod p3. Consider Y3 being a finite
0-sequence such that lenY3 = k and for every natural number i such that
i ∈ k holds Y3(i) = P(i). rng Y3 ⊆ N. Reconsider E1 = eval(p,@((〈Z, x〉 a
X)aY )) as an integer. K < p3. For every natural number i such that i ∈ k
holds Y3(i) ¬ x. For every i such that i ∈ 2+k+n holds p3 | ((〈Z, x〉aX)a

Y )(i)−((〈z, x〉aX)aY3)(i). p3 | E1−eval(p,@((〈z, x〉aX)aY3)). Consider
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m being a natural number such that | eval(p,@((〈z, x〉aX)aY3))| = p3 ·m.
For every object i such that i ∈ dom(@((〈z, x〉aX)aY3)) holds |(@((〈z, x〉a
X) a Y3))(i)| ¬ (x2 + 1) · (

∏
(1 + X)). | eval(p,@((〈z, x〉 a X) a Y3))| ¬

(
∑
coeff(|p|)) · ((x2 + 1) · (

∏
(1 +X))degree(p)). �

Let us consider a Z-valued polynomial p of 2 + n+ k,RF. Now we state the
propositions:

(18) {X, where X is an n-element finite 0-sequence of N : there exists an ele-
ment x of N such that for every element z of N such that z ¬ x there exists
a k-element finite 0-sequence y of N such that eval(p,@((〈z, x〉aX)a y)) =
0} is a Diophantine subset of the n-xtuples of N.

Proof: Set X0 = {X, where X is an n-element finite 0-sequence of N :
there exists an element x of N such that for every element z of N such

that z ¬ x there exists a k-element finite 0-sequence y of N such that
eval(p,@((〈z, x〉aX)a y)) = 0}. Set n1 = 1+n+k. Set s4 =

∑
coeff(|p|).

Set D = degree(p). Reconsider Z0 = 0, i0 = n1, i1 = n1 + 1, i2 = n1 + 2,
i3 = n1 + 3 as an element of n1 + 4. Define P2[finite 0-sequence of N] ≡
1 · $1(i1) > 1 · $1(Z0) + 0. Define P3[finite 0-sequence of N] ≡ $1(i1) 
s4 · (($1(Z0)2 + 1) · (

∏
(1 + $1�1�n)) · (1 · $1(i0) + 0)0·$1(i0)+D). {q, where q

is an (n1 + 4)-element finite 0-sequence of N : P3[q]} is a Diophantine
subset of the n1 + 4-xtuples of N.

Define P4[finite 0-sequence of N] ≡ for every natural number i such that
i ∈ k holds $1(1+n+i) > $1(i0) and

∏
($1(1+n+i)+1+−idseq($1(i0))) ≡

0 (mod $1(i2)). {q, where q is an (n1 + 4)-element finite 0-sequence of N :
P4[q]} is a Diophantine subset of the n1+ 4-xtuples of N. Define P5[finite
0-sequence of N] ≡ 1 ·$1(i0) > 1 ·$1(Z0)+0. Define P6[finite 0-sequence of
N] ≡ 1+($1(i3)+1) ·($1(i1)!) = $1(i2). Define P7[finite 0-sequence of N] ≡
$1(i2) =

∏
(1+$1(i1)!·(idseq(1+$1(Z0)))). Reconsider R = p as a Z-valued

polynomial of 1 + n1,RF. Define P8[finite 0-sequence of N] ≡ for every
(1 +n1)-element finite 0-sequence Y of N such that Y = 〈$1(i3)〉a ($1�n1)
holds eval(R,@Y ) ≡ 0 (mod $1(i2)). {q, where q is an (n1+4)-element finite
0-sequence of N : P8[q]} is a Diophantine subset of the n1 + 4-xtuples of
N.

Define P123[finite 0-sequence of N] ≡ P2[$1] and P3[$1]. {q, where q
is an (n1 + 4)-element finite 0-sequence of N : P123[q]} is a Diophantine
subset of the n1 + 4-xtuples of N. Define P1234[finite 0-sequence of N] ≡
P123[$1] and P4[$1]. {q, where q is an (n1 + 4)-element finite 0-sequence
of N : P1234[q]} is a Diophantine subset of the n1 + 4-xtuples of N. Define
P12345[finite 0-sequence of N] ≡ P1234[$1] and P5[$1]. {q, where q is an (n1+
4)-element finite 0-sequence of N : P12345[q]} is a Diophantine subset of
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the n1+ 4-xtuples of N. Define P123456[finite 0-sequence of N] ≡ P12345[$1]
and P6[$1]. {q, where q is an (n1 + 4)-element finite 0-sequence of N :
P123456[q]} is a Diophantine subset of the n1 + 4-xtuples of N. Define
P1234567[finite 0-sequence of N] ≡ P123456[$1] and P7[$1]. {q, where q is
an (n1 + 4)-element finite 0-sequence of N : P1234567[q]} is a Diophantine
subset of the n1 + 4-xtuples of N.

Define P12345678[finite 0-sequence of N] ≡ P1234567[$1] and P8[$1]. Set
X3 = {q, where q is an (n1+4)-element finite 0-sequence of N : P12345678[q]}.
X3 is a Diophantine subset of the n1 + 4-xtuples of N. Set X2 = {X�(n+
1), where X is an (n1 + 4)-element finite 0-sequence of N : X ∈ X3}.
Define S[finite 0-sequence of N] ≡ for every element z of N such that
z ¬ $1(0) there exists a k-element finite 0-sequence y of N such that
for every n-element finite 0-sequence X1 of N such that X1 = $1�1 holds
eval(p,@((〈z, $1(0)〉 a X1) a y)) = 0. Set X1 = {X, where X is an (n +
1)-element finite 0-sequence of N : S[X]}. For every object s, s ∈ X1 iff
s ∈ X2. Set Y1 = {X�1, where X is an (n + 1)-element finite 0-sequence
of N : X ∈ X1}. For every object s, s ∈ Y1 iff s ∈ X0. �

(19) {X, where X is an n-element finite 0-sequence of N : there exists an ele-
ment x of N such that for every element z of N such that z ¬ x there exists
a k-element finite 0-sequence y of N such that for every natural number
i such that i ∈ k holds y(i) ¬ x and eval(p,@((〈z, x〉 a X) a y)) = 0} is
a Diophantine subset of the n-xtuples of N.
Proof: Set X0 = {X, where X is an n-element finite 0-sequence of N :
there exists an element x of N such that for every element z of N such

that z ¬ x there exists a k-element finite 0-sequence y of N such that
for every natural number i such that i ∈ k holds y(i) ¬ x and eval(p,
@((〈z, x〉 a X) a y)) = 0}. Set n1 = 1 + n + k. Set s4 =

∑
coeff(|p|). Set

D = degree(p). Reconsider Z0 = 0, i0 = n1, i1 = n1 + 1, i2 = n1 + 2,
i3 = n1 + 3 as an element of n1 + 4. Define P2[finite 0-sequence of N] ≡
1 · $1(i1) > 1 · $1(Z0) + 0. Define P3[finite 0-sequence of N] ≡ $1(i1) 
s4 · (($1(Z0)2 + 1) · (

∏
(1 + $1�1�n)) · (0 · $1(i0) + 1)0·$1(i0)+D). {q, where q

is an (n1 + 4)-element finite 0-sequence of N : P3[q]} is a Diophantine
subset of the n1 + 4-xtuples of N.

Define P4[finite 0-sequence of N] ≡ for every natural number i such that
i ∈ k holds $1(1+n+i) > $1(i0) and

∏
($1(1+n+i)+1+−idseq($1(i0))) ≡

0 (mod $1(i2)). {q, where q is an (n1 + 4)-element finite 0-sequence of N :
P4[q]} is a Diophantine subset of the n1+ 4-xtuples of N. Define P5[finite
0-sequence of N] ≡ $1(i0) = 1 · $1(Z0) + 1. Define P6[finite 0-sequence of
N] ≡ 1+($1(i3)+1) ·($1(i1)!) = $1(i2). Define P7[finite 0-sequence of N] ≡
$1(i2) =

∏
(1+$1(i1)!·(idseq(1+$1(Z0)))). Reconsider R = p as a Z-valued
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polynomial of 1 + n1,RF. Define P8[finite 0-sequence of N] ≡ for every
(1 +n1)-element finite 0-sequence Y of N such that Y = 〈$1(i3)〉a ($1�n1)
holds eval(R,@Y ) ≡ 0 (mod $1(i2)). {q, where q is an (n1+4)-element finite
0-sequence of N : P8[q]} is a Diophantine subset of the n1 + 4-xtuples of
N.

Define P123[finite 0-sequence of N] ≡ P2[$1] and P3[$1]. {q, where q
is an (n1 + 4)-element finite 0-sequence of N : P123[q]} is a Diophantine
subset of the n1 + 4-xtuples of N. Define P1234[finite 0-sequence of N] ≡
P123[$1] and P4[$1]. {q, where q is an (n1 + 4)-element finite 0-sequence
of N : P1234[q]} is a Diophantine subset of the n1 + 4-xtuples of N. Define
P12345[finite 0-sequence of N] ≡ P1234[$1] and P5[$1]. {q, where q is an (n1+
4)-element finite 0-sequence of N : P12345[q]} is a Diophantine subset of
the n1+ 4-xtuples of N. Define P123456[finite 0-sequence of N] ≡ P12345[$1]
and P6[$1]. {q, where q is an (n1 + 4)-element finite 0-sequence of N :
P123456[q]} is a Diophantine subset of the n1 + 4-xtuples of N. Define
P1234567[finite 0-sequence of N] ≡ P123456[$1] and P7[$1]. {q, where q is
an (n1 + 4)-element finite 0-sequence of N : P1234567[q]} is a Diophantine
subset of the n1+4-xtuples of N. Define P12345678[finite 0-sequence of N] ≡
P1234567[$1] and P8[$1]. Set X3 = {q, where q is an (n1+4)-element finite
0-sequence of N : P12345678[q]}. X3 is a Diophantine subset of the n1 + 4-
xtuples of N. Set X2 = {X�(n+ 1), where X is an (n1+ 4)-element finite
0-sequence of N : X ∈ X3}.

Define S[finite 0-sequence of N] ≡ for every element z of N such that
z ¬ $1(0) there exists a k-element finite 0-sequence y of N such that for
every n-element finite 0-sequence X1 of N such that X1 = $1�1 holds for
every i such that i ∈ k holds y(i) ¬ $1(0) and eval(p,@((〈z, $1(0)〉 a X1) a
y)) = 0. Set X1 = {X, where X is an (n + 1)-element finite 0-sequence
of N : S[X]}. For every object s, s ∈ X1 iff s ∈ X2. Set Y1 = {X�1, where
X is an (n+1)-element finite 0-sequence of N : X ∈ X1}. For every object
s, s ∈ Y1 iff s ∈ X0. �

Let n be a natural number and A be a subset of the n-xtuples of N. We say
that A is recursively enumerable if and only if

(Def. 4) there exists a natural number m and there exists a Z-valued polynomial
P of 2 + n + m,RF such that for every n-element finite 0-sequence X of
N, X ∈ A iff there exists an element x of N such that for every element
z of N such that z ¬ x there exists an m-element finite 0-sequence Y of
N such that for every object i such that i ∈ domY holds Y (i) ¬ x and
eval(P,@((〈z, x〉 a X) a Y )) = 0.

Now we state the proposition:
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(20) Let us consider a natural number n, and a subset A of the n-xtuples of
N. If A is Diophantine, then A is recursively enumerable.
Proof: Consider m being a natural number, P being a Z-valued poly-
nomial of n + m,RF such that for every object s, s ∈ A iff there exists
an n-element finite 0-sequence x of N and there exists an m-element finite
0-sequence y of N such that s = x and eval(P,@(xay)) = 0. Set n4 = n+m.
Reconsider P0 = P as a Z-valued polynomial of 0 + n4,RF. Consider q be-
ing a polynomial of 0 + 2 + n4,RF such that rng q ⊆ rng P0 ∪ {0RF} and
for every function x1 from 0 + n4 into RF and for every function X1 from
0 + 2 + n4 into RF such that x1�0 = X1�0 and (@x1)�0 = (@X1)�0+2 holds
eval(P0, x1) = eval(q,X1).

Reconsider Q = q as a Z-valued polynomial of 2 +n+m,RF. If X ∈ A,
then there exists an element x of N such that for every element z of
N such that z ¬ x there exists an m-element finite 0-sequence Y of N
such that for every object i such that i ∈ domY holds Y (i) ¬ x and
eval(Q,@((〈z, x〉 a X) a Y )) = 0. Consider y being an m-element finite
0-sequence of N such that for every object i such that i ∈ dom y holds
y(i) ¬ a and eval(Q,@((〈a, a〉 a X) a y)) = 0. �

5. MRDP Theorem

Now we state the proposition:

(21) Yuri Matiyasevich, Julia Robinson, Martin Davis, Hilary Put-
nam Theorem:
Let us consider a natural number n, and a subset A of the n-xtuples of
N. If A is recursively enumerable, then A is Diophantine. The theorem is
a consequence of (19).
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