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Preface

25 years ago, at the beginning of 1989, the Mizar Mathematical Library
(MML) was started.

To celebrate 25 years of the Mizar Mathematical Library, the Editorial Board
of Formalized Mathematics have decided to dedicate a Special Issue collecting
articles of considerable importance to the field of formally verified mathematics.

Amongst the papers published in this Special Issue, there are formalizations
of four problems from the Formalizing 100 Theorems list maintained by Freek
Wiedijk at http://www.cs.ru.nl/F.Wiedijk/100/ :

#19 Four Squares Theorem: page 109, Lagrange’s Four-Square Theorem by
Yasushige Watase, theorem (18), statement in Mizar:
theorem ::LAGRA4SQ:18
for n be Nat holds ex x1,x2,x3,x4 be Nat st n = x1^2 + x2^2 +
x3^2 + x4^2 ;

#30 The Ballot Problem: page 122, Bertrand’s Ballot Theorem by Karol Pąk,
theorem (28), statement in Mizar:
theorem ::BALLOT 1:28
A <> B & n >= k implies prob DominatedElection(A,n,B,k) =
(n-k) / (n+k) ;

#38 Arithmetic Mean/Geometric Mean: page 165, Cauchy Mean Theorem by
Adam Grabowski, theorem (47), statement in Mizar:
theorem ::RVSUM 3:47
for f being non empty positive real-valued FinSequence holds
GMean f <= Mean f ;

#54 Konigsberg Bridges Problem: page 178, A Note on the Seven Bridges
of Königsberg Problem by Adam Naumowicz, theorem (5), statement in
Mizar:
theorem ::GRAPH 3A:5
not ex p being Path of KoenigsbergBridges st p is cyclic
Eulerian ;

The Editors
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Pseudo-Canonical Formulae are Classical

Marco B. Caminati1

School of Computer Science
University of Birmingham
Birmingham, B15 2TT
United Kingdom

Artur Korniłowicz
Institute of Informatics
University of Białystok

Sosnowa 64, 15-887 Białystok
Poland

Summary. An original result about Hilbert Positive Propositional Calcu-
lus introduced in [11] is proven. That is, it is shown that the pseudo-canonical
formulae of that calculus (and hence also the canonical ones, see [17]) are a subset
of the classical tautologies.

MSC: 03B20 03B35

Keywords: Hilbert positive propositional calculus; classical logic; canonical
formulae

MML identifier: HILBERT4, version: 8.1.03 5.23.1207

The notation and terminology used in this paper have been introduced in the
following articles: [13], [1], [14], [10], [9], [15], [3], [4], [5], [6], [11], [16], [17], [2],
[7], [18], [20], [22], [21], [12], [19], and [8].

1. Preliminaries about Injectivity, Involutiveness, Fixed Points

From now on a, b, c, x, y, z, A, B, C, X, Y denote sets, f , g denote
functions, V denotes a SetValuation, P denotes a permutation of V , p, q, r, s
denote elements of HP-WFF, and n denotes an element of N.

Let us consider X and Y. Let f be a relation between X and Y. Note that
idX · f reduces to f and f · idY reduces to f .

Now we state the proposition:

(1) Let us consider one-to-one functions f , g. If f−1 = g−1, then f = g.

1My work has been partially supported by EPSRC grant EP/J007498/1 and an LMS Com-
puter Science Small Grant.
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One can verify that there exists a function which is involutive.
Let us consider A. Let us observe that there exists a permutation of A which

is involutive.
Now we state the propositions:

(2) Let us consider an involutive function f . Suppose rng f ⊆ dom f . Then
f · f = iddom f .

(3) Let us consider a function f . If f · f = iddom f , then f is involutive.

(4) Let us consider an involutive function f from A into A. Then f ·f = idA.
The theorem is a consequence of (2).

(5) Let us consider a function f from A into A. If f · f = idA, then f is
involutive. The theorem is a consequence of (3).

Observe that every function which is involutive is also one-to-one.
Let us consider A. Let f be an involutive permutation of A. One can verify

that f−1 is involutive.
Let n be a non zero natural number. Observe that [0 7−→ n, n 7−→ 0] is

without fixpoints.
Let z be a zero natural number. Note that fixpoints[z 7−→ n, n 7−→ z] is

empty.
Let X be a non empty set. Observe that there exists a permutation of X

which is non empty and involutive.
Let us consider A and B. Let f be an involutive function from A into A and

g be an involutive function from B into B. Observe that f × g is involutive.
Let A, B be non empty sets, f be an involutive permutation of A, and g be

an involutive permutation of B. Observe that f ⇒ g is involutive.

2. Facts about Perm’s Fixed Points

Now we state the propositions:

(6) If x is a fixpoint of Perm(P, q), then SetVal(V, p) 7−→ x is a fixpoint of
Perm(P, p⇒ q).

(7) If Perm(P, q) has fixpoints, then Perm(P, p ⇒ q) has fixpoints. The
theorem is a consequence of (6).

(8) If Perm(P, p) has fixpoints and Perm(P, q) is without fixpoints, then
Perm(P, p⇒ q) is without fixpoints.

3. Axiom of Choice in Functional Form via the Fraenkel Operator

Let X be a set. The functor ChoiceOnX yielding a set is defined by the
term

(Def. 1) {〈〈x, the element of x〉〉, where x is an element of X \ {∅} : x ∈ X \ {∅}}.
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One can check that ChoiceOnX is relation-like and function-like.
Let us consider f . The functor FieldCover f yielding a set is defined by the

term

(Def. 2) {{x, f(x)}, where x is an element of dom f : x ∈ dom f}.

The functor SomePoints f yielding a set is defined by the term

(Def. 3) field f \ rng ChoiceOn FieldCover f .

The functor OtherPoints f yielding a set is defined by the term

(Def. 4) (field f \ fixpoints f) \ SomePoints f .

Let us consider g. Let us observe that OtherPoints g∩SomePoints g is empty.

4. Building a Suitable Set Valuation and a Suitable Permutation
of It

Let us consider x. The functor ToHilb(x) yielding a set is defined by the
term

(Def. 5) (id1+·(1× ∅x) · (∅x × {1}))+·({1} × ∅x) · (∅x × {0}).
Note that ToHilb(x) is function-like and relation-like.
Now we state the propositions:

(9) If x 6= ∅, then ToHilb(x) = id1.

(10) ToHilb(∅) = [0 7−→ 1, 1 7−→ 0].

Let v be a function. The functor ToHilbPerm(v) yielding a set is defined by
the term

(Def. 6) the set of all 〈〈n, ToHilb(v(n))〉〉 where n is an element of N.

The functor ToHilbVal(v) yielding a set is defined by the term

(Def. 7) the set of all 〈〈n, dom ToHilb(v(n))〉〉 where n is an element of N.

One can check that ToHilbVal(v) is function-like and relation-like and ToHilb-
Perm (v) is function-like and relation-like and ToHilbVal(v) is N-defined and
ToHilbVal(v) is total and ToHilbPerm(v) is N-defined and ToHilbPerm(v) is
total.

One can verify that ToHilbVal(v) is non-empty.
Let us consider x. Let us note that ToHilb(x) is symmetric.
Let v be a function. Observe that the functor ToHilbPerm(v) yields a per-

mutation of ToHilbVal(v).
A set valuation is a many sorted set indexed by N. From now on v denotes

a set valuation.
Let us consider p and v. Note that Perm(ToHilbPerm(v), p) is involutive.
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5. Classical Semantics via SetVal0, an Extension of SetVal

Let V be a set valuation. The functor SetVal0 V yielding a many sorted set
indexed by HP-WFF is defined by

(Def. 8) (i) it(VERUM) = 1, and

(ii) for every n, it(propn) = V (n), and

(iii) for every p and q, it(p∧q) = it(p)× it(q) and it(p⇒ q) = (it(q))it(p).
Let us consider v and p. The functor SetVal0(v, p) yielding a set is defined

by the term

(Def. 9) (SetVal0 v)(p).

We say that p is classical if and only if

(Def. 10) SetVal0(v, p) 6= ∅.
One can check that every element of HP-WFF which is pseudo-canonical is

also classical.
Let us consider v. Let p be a classical element of HP-WFF. Note that

SetVal0(v, p) is non empty.
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Summary. This article provides a formalized proof of the so-called “the
four-square theorem”, namely any natural number can be expressed by a sum of
four squares, which was proved by Lagrange in 1770. An informal proof of the
theorem can be found in the number theory literature, e.g. in [14], [1] or [23].

This theorem is item #19 from the “Formalizing 100 Theorems” list mainta-
ined by Freek Wiedijk at http://www.cs.ru.nl/F.Wiedijk/100/ .

MSC: 11P99 03B35

Keywords: Lagrange’s four-square theorem

MML identifier: LAGRA4SQ, version: 8.1.03 5.23.1207

The notation and terminology used in this paper have been introduced in the
following articles: [19], [2], [7], [6], [12], [8], [9], [21], [17], [4], [15], [16], [5], [10],
[13], [24], [25], [22], and [11].

1. Preliminaries

Let n be a natural number. We say that n is a sum of four squares if and
only if

(Def. 1) There exist natural numbers n1, n2, n3, n4 such that n = n1
2 + n2

2 +
n3
2 + n4

2.

Note that there exists a natural number which is a sum of four squares.
Let y be an integer object. Let us note that |y| is natural.
Now we state the proposition:

(1) Let us consider natural numbers n1, n2, n3, n4, m1, m2, m3, m4. Then
(n1
2+n2

2+n3
2+n4

2) · (m1
2+m2

2+m3
2+m4

2) = (n1 ·m1−n2 ·m2−
n3 ·m3 − n4 ·m4)2 + (n1 ·m2 + n2 ·m1 + n3 ·m4 − n4 ·m3)2 + (n1 ·m3 −
n2 ·m4 + n3 ·m1 + n4 ·m2)2 + (n1 ·m4 + n2 ·m3 − n3 ·m2 + n4 ·m1)2.
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106 yasushige watase

Let m, n be natural numbers. Let us note that m ·n is a sum of four squares
and there exists a prime natural number which is odd.

From now on i, j, k, v, w denote natural numbers, j1, j2, m, n, s, t, x, y
denote integers, and p denotes an odd prime natural number.

Let us consider p. The functor ModMap(p) yielding a function from Z into
Zp is defined by

(Def. 2) Let us consider an element x of Z. Then it(x) = x mod p.

Let us consider v. The functor Lag4SqF(v) yielding a finite sequence of
elements of Z is defined by

(Def. 3) (i) len it = v, and

(ii) for every natural number i such that i ∈ dom it holds it(i) = (i−1)2.

The functor Lag4SqG(v) yielding a finite sequence of elements of Z is defined
by

(Def. 4) (i) len it = v, and

(ii) for every natural number i such that i ∈ dom it holds it(i) = −1 −
(i− 1)2.

Now we state the propositions:

(2) Lag4SqF(v) is one-to-one.

(3) Lag4SqG(v) is one-to-one.

In the sequel a denotes a real number and b denotes an integer.
Let us consider an odd prime natural number p, a natural number s, j1, and

j2. Now we state the propositions:

(4) If 2 · s = p+ 1 and j1, j2 ∈ rng Lag4SqF(s), then j1 = j2 or j1 mod p 6=
j2 mod p. Proof: Consider s such that p+1 = 2·s. For every integers j1, j2
such that j1, j2 ∈ rng Lag4SqF(s) and j1 6= j2 holds j1 mod p 6= j2 mod p

by [21, (3), (55)], [16, (80)], [18, (22)]. �

(5) If 2 · s = p+ 1 and j1, j2 ∈ rng Lag4SqG(s), then j1 = j2 or j1 mod p 6=
j2 mod p. Proof: Consider s such that p+ 1 = 2 · s. For every j1 and j2
such that j1, j2 ∈ rng Lag4SqG(s) and j1 6= j2 holds j1 mod p 6= j2 mod p
by [21, (3), (55)], [16, (80)], [20, (7)]. �

2. Any Prime Number can be Expressed as a Sum of Four Squares

Now we state the propositions:

(6) There exist natural numbers x1, x2, x3, x4, h such that

(i) 0 < h < p, and

(ii) h · p = x1
2 + x2

2 + x3
2 + x4

2.
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Proof: Consider s such that 2 · s = p + 1. Set f = Lag4SqF(s). Set
g = Lag4SqG(s). f is one-to-one. g is one-to-one. rng f misses rng g.

rng(g a f) = p + 1 by [2, (70)], [6, (57), (31)], [3, (35), (36)]. Set A =
dom(ModMap(p)� rng(g a f)). Set B = rng(ModMap(p)� rng(g a f)). De-
fine P[object, object] ≡ there exists an element m1 of Z such that $1 ∈ A
and $2 = m1 and (ModMap(p)� rng(g a f))($1) = m1. For every object x
such that x ∈ A there exists an object y such that y ∈ B and P[x, y] by [8,
(3)]. Consider h being a function from A into B such that for every object
x such that x ∈ A holds P[x, h(x)] from [9, Sch. 1]. Consider m1, m2 being
objects such that m1 ∈ A and m2 ∈ A and m1 6= m2 and h(m1) = h(m2).
If m1 ∈ rng f , then m2 ∈ rng g. If m1 ∈ rng g, then m2 ∈ rng f . There
exist natural numbers x1, x2, x3, x4, h such that h > 0 and h < p and
h · p = x1

2 + x2
2 + x3

2 + x4
2 by [20, (7)], [21, (3)]. �

(7) Let us consider natural numbers x1, h. Suppose 1 < h. Then there exists
an integer y1 such that

(i) x1 mod h = y1 mod h, and

(ii) −h < 2 · y1 ¬ h, and

(iii) x1
2 mod h = y1

2 mod h.

Proof: Consider q1, r1 being integers such that x1 = h ·q1 +r1 and 0 ¬ r1

and r1 < h. There exists an integer y1 such that x1 mod h = y1 mod h

and −h < 2 · y1 ¬ h and x1
2 mod h = y1

2 mod h by [21, (3)], [18, (23)].
�

(8) Let us consider natural numbers i1, i2, c. If i1 ¬ c and i2 ¬ c, then
i1 + i2 < 2 · c or i1 = c and i2 = c.

(9) Let us consider natural numbers i1, i2, i3, i4, c. Suppose

(i) i1 ¬ c, and

(ii) i2 ¬ c, and

(iii) i3 ¬ c, and

(iv) i4 ¬ c.
Then

(v) i1 + i2 + i3 + i4 < 4 · c, or

(vi) i1 = c and i2 = c and i3 = c and i4 = c.

The theorem is a consequence of (8).

Let us consider natural numbers x1, h and an integer y1. Now we state the
propositions:

(10) Suppose 1 < h and x1 mod h = y1 mod h and −h < 2 ·y1 and (2 ·y1)2 =
h2. Then

(i) 2 · y1 = h, and
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(ii) there exists a natural number m1 such that 2 · x1 = (2 ·m1 + 1) · h.

(11) If 1 < h and x1 mod h = y1 mod h and y1 = 0, then there exists an
integer m1 such that x1 = h ·m1.

Now we state the proposition:

(12) Let us consider an odd prime number p and natural numbers x1, x2, x3,
x4, h. Suppose

(i) 1 < h < p, and

(ii) h · p = x1
2 + x2

2 + x3
2 + x4

2.

Then there exist integers y1, y2, y3, y4 and there exists a natural number
r such that 0 < r < h and r · p = y1

2 + y2
2 + y3

2 + y4
2. The theorem is a

consequence of (7), (9), (10), and (11).

Let us consider a prime number p. Now we state the propositions:

(13) If p is even, then p = 2.

(14) There exist natural numbers x1, x2, x3, x4 such that p = x1
2 + x2

2 +
x3
2 + x4

2.

Now we state the proposition:

(15) Let us consider prime numbers p1, p2. Then there exist natural numbers
x1, x2, x3, x4 such that p1 · p2 = x1

2 + x2
2 + x3

2 + x4
2. The theorem is a

consequence of (14).

Let p1, p2 be prime numbers. Let us observe that p1 · p2 is a sum of four
squares.

Now we state the proposition:

(16) Let us consider a prime number p and a natural number n. Then there
exist natural numbers x1, x2, x3, x4 such that pn = x1

2+x2
2+x3

2+x4
2.

Proof: Define P[natural number] ≡ there exist natural numbers x1, x2,
x3, x4 such that p$1 = x1

2+ x2
2+ x3

2+ x4
2. For every natural number n

such that P[n] holds P[n+ 1] by (14), [7, (75)], [16, (6)]. P[0] by [16, (4)].
For every natural number n, P[n] from [4, Sch. 2]. �

Let p be a prime number and n be a natural number. Observe that pn is a
sum of four squares.

3. Proof of Lagrange’s theorem

Now we state the proposition:

(17) Let us consider a non zero natural number n. Then there exist natural
numbers x1, x2, x3, x4 such that

∏
PPF(n) = x1

2 + x2
2 + x3

2 + x4
2.

Proof: Define P[natural number] ≡ for every non zero natural number

n such that support PPF(n) = $1 there exist natural numbers x1, x2, x3,
x4 such that

∏
PPF(n) = x1

2 + x2
2 + x3

2 + x4
2. P[0] by [15, (20)]. For
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every natural number k such that P[k] holds P[k + 1] by [15, (34), (28),
(25)]. For every natural number k, P[k] from [4, Sch. 2]. �

Now we state the proposition:

(18) Lagrange’s four-square theorem:
Let us consider a natural number n. Then there exist natural numbers
x1, x2, x3, x4 such that n = x1

2 + x2
2 + x3

2 + x4
2. The theorem is a

consequence of (17).

One can verify that every natural number is a sum of four squares.
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1. Preliminaries
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xn is integer.
Let us observe that 1n reduces to 1.
Let n be an even natural number. Let us observe that (−1)n reduces to 1.
Let n be an odd natural number. One can verify that (−1)n reduces to −1.
Now we state the propositions:

(1) Let us consider a positive natural number a and natural numbers n, m.
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(3) Let us consider a non zero natural number n. Then there exists a natural
number k and there exists an odd natural number l such that n = l · 2k.

(4) Let us consider an even natural number n. Then n div 2 = n
2 .

(5) Let us consider an odd natural number n. Then n div 2 = n−1
2 .

Let n be an even integer number. Let us observe that n
2 is integer.

Let n be an even natural number. One can check that n
2 is natural.

2. Some Properties of Congruences and Prime Numbers

Let us observe that every natural number which is prime is also non trivial.
Now we state the propositions:

(6) Let us consider a prime natural number p and an integer number a. Then
gcd(a, p) 6= 1 if and only if p | a.

(7) Let us consider integer numbers i, j and a prime natural number p. If
p | i · j, then p | i or p | j. The theorem is a consequence of (6).

(8) Let us consider prime natural numbers x, p and a non zero natural
number k. Then x | pk if and only if x = p.

(9) Let us consider integer numbers x, y, n. Then x ≡ y (modn) if and only
if there exists an integer k such that x = k · n+ y.

(10) Let us consider an integer number i and a non zero integer number j.
Then i ≡ i mod j (mod j).

(11) Let us consider integer numbers x, y and a positive integer number n.
Then x ≡ y (modn) if and only if x mod n = y mod n. The theorem is a
consequence of (9) and (10).

(12) Let us consider integer numbers i, j and a natural number n. If n < j

and i ≡ n (mod j), then i mod j = n.

(13) Let us consider a non zero natural number n and an integer number
x. Then x ≡ 0 (modn) or ... or x ≡ n − 1 (modn). The theorem is a
consequence of (10).

(14) Let us consider a non zero natural number n, an integer number x, and
natural numbers k, l. Suppose

(i) k < n, and

(ii) l < n, and

(iii) x ≡ k (modn), and

(iv) x ≡ l (modn).

Then k = l. The theorem is a consequence of (12).

(15) Let us consider an integer number x. Then

(i) x2 ≡ 0 (mod 3), or
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(ii) x2 ≡ 1 (mod 3).

The theorem is a consequence of (13).

(16) Let us consider a prime natural number p, elements x, y of Z/pZ∗, and
integer numbers i, j. If x = i and y = j, then x · y = i · j mod p.

(17) Let us consider a prime natural number p, an element x of Z/pZ∗, an
integer number i, and a natural number n. If x = i, then xn = in mod p.
Proof: Define P[natural number] ≡ x$1 = i$1 mod p. For every natural
number k, P[k] from [1, Sch. 2]. �

(18) Let us consider a prime natural number p and an integer number x.
Then x2 ≡ 1 (mod p) if and only if x ≡ 1 (mod p) or x ≡ −1 (mod p). The
theorem is a consequence of (7).

(19) Let us consider a natural number n. Then −1 ≡ 1 (modn) if and only
if n = 2 or n = 1.

(20) Let us consider an integer number i. Then −1 ≡ 1 (mod i) if and only if
i = 2 or i = 1 or i = −2 or i = −1. The theorem is a consequence of (19).

3. Some basic properties of relation “>”

Let n, x be natural numbers. We say that x is greater than n if and only if

(Def. 1) x > n.

Let n be a natural number. Observe that there exists a natural number which
is greater than n and odd and there exists a natural number which is greater
than n and even.

Let us observe that every natural number which is greater than n is also n
or greater.

One can check that every natural number which is (n+ 1) or greater is also
n or greater and every natural number which is greater than (n + 1) is also
greater than n and every natural number which is greater than n is also (n+ 1)
or greater.

Let m be a non trivial natural number. One can verify that every natural
number which is m or greater is also non trivial.

Let a be a positive natural number, m be a natural number, and n be an m
or greater natural number. Let us note that an is am or greater.

Let a be a non trivial natural number. Let n be a greater than m natural
number. Let us observe that an is greater than am and every natural number
which is 2 or greater is also non trivial and every natural number which is non
trivial is also 2 or greater and every natural number which is non trivial and
odd is also greater than 2.

Let n be a greater than 2 natural number. One can verify that n− 1 is non
trivial.
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Let n be a 2 or greater natural number. Let us observe that n−2 is natural.
Let m be a non zero natural number and n be an m or greater natural

number. One can check that n − 1 is natural and every prime natural number
which is greater than 2 is also odd.

Let n be a natural number. One can check that there exists a natural number
which is greater than n and prime.

4. Pocklington’s Theorem Revisited

Let n be a natural number.
A divisor of n is a natural number and is defined by

(Def. 2) it | n.

Let n be a non trivial natural number. One can check that there exists a
divisor of n which is non trivial.

Note that every divisor of n is non zero.
Let n be a positive natural number. One can verify that every divisor of n

is positive.
Let n be a non zero natural number. Observe that every divisor of n is n or

smaller.
Let us note that there exists a divisor of n which is prime.
Let n be a natural number and q be a divisor of n. Let us note that n

q is
natural.

Let s be a divisor of n and q be a divisor of s. Let us note that n
q is natural.

Now we state the proposition:

(21) Pocklington’s theorem:
Let us consider a greater than 2 natural number n and a non trivial divisor
s of n− 1. Suppose

(i) s >
√
n, and

(ii) there exists a natural number a such that an−1 ≡ 1 (modn) and for

every prime divisor q of s, gcd(a
n−1
q − 1, n) = 1.

Then n is prime.

5. Euler’s Criterion

Let a be an integer number and p be a natural number.
Now we state the propositions:

(22) Let us consider a positive natural number p and an integer number a.
Then a is quadratic residue modulo p if and only if there exists an integer
number x such that x2 ≡ a (mod p). Proof: If a is quadratic residue
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modulo p, then there exists an integer number x such that x2 ≡ a (mod p)
by [13, (59)], [8, (81)]. �

(23) 2 is quadratic non residue modulo 3. The theorem is a consequence of
(15), (14), and (22).

Let p be a natural number and a be an integer number. The Legendre
symbol(a,p) yielding an integer number is defined by the term

(Def. 3)


1, if gcd(a, p) = 1 and a is quadratic residue modulo p and p 6= 1,
0, if p | a,
−1, if gcd(a, p) = 1 and a is quadratic non residue modulo p and

p 6= 1.
Let p be a prime natural number. Note that the Legendre symbol(a,p) is

defined by the term

(Def. 4)


1, if gcd(a, p) = 1 and a is quadratic residue modulo p,
0, if p | a,
−1, if gcd(a, p) = 1 and a is quadratic non residue modulo p.

Let p be a natural number. We introduce (ap ) as a synonym of the Legendre
symbol(a,p).

Let us consider a prime natural number p and an integer number a. Now we
state the propositions:

(24) (i) (ap ) = 1, or

(ii) (ap ) = 0, or

(iii) (ap ) = −1.
Proof: gcd(a, p) = 1 by [9, (21)]. �

(25) (i) (ap ) = 1 iff gcd(a, p) = 1 and a is quadratic residue modulo p, and

(ii) (ap ) = 0 iff p | a, and

(iii) (ap ) = −1 iff gcd(a, p) = 1 and a is quadratic non residue modulo p.
The theorem is a consequence of (6).

Now we state the propositions:

(26) Let us consider a natural number p. Then (pp) = 0.

(27) Let us consider an integer number a. Then (a2 ) = a mod 2. The theorem
is a consequence of (22).

Let us consider a greater than 2 prime natural number p and integer numbers
a, b. Now we state the propositions:

(28) If gcd(a, p) = 1 and gcd(b, p) = 1 and a ≡ b (mod p), then (ap ) = ( bp).

(29) If gcd(a, p) = 1 and gcd(b, p) = 1, then (a·bp ) = (ap ) · ( bp).

Now we state the proposition:

(30) Let us consider greater than 2 prime natural numbers p, q. Suppose

p 6= q. Then (pq ) · ( qp) = (−1)
p−1

2 ·
q−1

2 . The theorem is a consequence of (4).
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Now we state the proposition:

(31) Euler’s criterion:
Let us consider a greater than 2 prime natural number p and an in-
teger number a. Suppose gcd(a, p) = 1. Then a

p−1
2 ≡ the Legendre

symbol(a,p) (mod p). The theorem is a consequence of (4).

6. Proth Numbers

Let p be a natural number. We say that p is Proth if and only if

(Def. 5) There exists an odd natural number k and there exists a positive natural
number n such that 2n > k and p = k · 2n + 1.

One can check that there exists a natural number which is Proth and prime
and there exists a natural number which is Proth and non prime and every
natural number which is Proth is also non trivial and odd.

Now we state the propositions:

(32) 3 is Proth.

(33) 5 is Proth.

(34) 9 is Proth.

(35) 13 is Proth.

(36) 17 is Proth.

(37) 641 is Proth.

(38) 11777 is Proth.

(39) 13313 is Proth.

Now we state the proposition:

(40) Proth’s theorem - version 1:
Let us consider a Proth natural number n. Then n is prime if and only
if there exists a natural number a such that a

n−1
2 ≡ −1 (modn). The

theorem is a consequence of (1), (8), (20), (21), (17), (10), (12), and (18).

Now we state the propositions:

(41) Proth’s theorem - version 2:
Let us consider a 2 or greater natural number l and a positive natural
number k. Suppose

(i) 3 - k, and

(ii) k ¬ 2l − 1.

Then k · 2l + 1 is prime if and only if 3k·2
l−1 ≡ −1 (mod k · 2l + 1). The

theorem is a consequence of (1), (8), (20), (21), (15), (6), (13), (30), (28),
(23), and (31).

(42) 641 is prime. The theorem is a consequence of (40) and (37).
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7. Fermat Numbers

Let l be a natural number. Note that Fermat l is Proth.
Now we state the propositions:

(43) Pepin’s theorem:
Let us consider a non zero natural number l. Then Fermat l is prime if
and only if 3

Fermat l−1
2 ≡ −1 (mod Fermat l). The theorem is a consequence

of (1), (4), and (41).

(44) Fermat 5 is not prime. The theorem is a consequence of (2).

8. Cullen Numbers

Let n be a natural number. The Cullen number of n yielding a natural
number is defined by the term

(Def. 6) n · 2n + 1.

Let n be a non zero natural number. Let us observe that the Cullen number
of n is Proth.
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Summary. In this article we formalize the Bertrand’s Ballot Theorem
based on [17]. Suppose that in an election we have two candidates: A that receives
n votes and B that receives k votes, and additionally n ­ k. Then this theorem
states that the probability of the situation where A maintains more votes than
B throughout the counting of the ballots is equal to (n− k)/(n+ k).

This theorem is item #30 from the “Formalizing 100 Theorems” list mainta-
ined by Freek Wiedijk at http://www.cs.ru.nl/F.Wiedijk/100/ .
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1. Preliminaries

From now on D, D1, D2 denote non empty sets, d, d1, d2 denote finite
0-sequences of D, and n, k, i, j denote natural numbers.

Now we state the propositions:

(1) XFS2FS(d�n) = XFS2FS(d)�n.

(2) rng d = rng XFS2FS(d).

(3) Let us consider a finite 0-sequence d1 of D1 and a finite 0-sequence d2 of
D2. If d1 = d2, then XFS2FS(d1) = XFS2FS(d2).
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(4) If XFS2FS(d1) = XFS2FS(d2), then d1 = d2. Proof: For every i such
that i < len d1 holds d1(i) = d2(i) by [2, (13), (11)]. �

(5) Let us consider a finite sequence d of elements of D.
Then XFS2FS(FS2XFS(d)) = d.

(6) Let us consider a finite sequence f and objects x, y. Suppose

(i) rng f ⊆ {x, y}, and

(ii) x 6= y.

Then f−1({x}) + f−1({y}) = len f .

(7) Let us consider functions f , g. Suppose f is one-to-one. Let us consider
an object x. If x ∈ dom f , then Coim(f · g, f(x)) = Coim(g, x). Proof:
Set f3 = f · g. Coim(f3, f(x)) ⊆ Coim(g, x) by [6, (11), (12)]. �

(8) Let us consider a real number r and a real-valued finite sequence f . Sup-

pose rng f ⊆ {0, r}. Then
∑
f = r · f−1({r}). Proof: Define P[natural

number] ≡ for every real-valued finite sequence f such that len f = $1 and

rng f ⊆ {0, r} holds
∑
f = r · f−1({r}). P[0] by [8, (72)]. For every n

such that P[n] holds P[n + 1] by [22, (55)], [8, (74)], [25, (70)], [2, (11)].
For every n, P[n] from [2, Sch. 2]. �

2. Properties of Elections

In the sequel A, B denote objects, v denotes an element of {A,B}n+k, and
f , g denote finite sequences.

Let us consider A, n, B, and k. The functor Election(A,n,B, k) yielding a
subset of {A,B}n+k is defined by

(Def. 1) v ∈ it if and only if v−1({A}) = n.

Let us note that Election(A,n,B, k) is finite. Now we state the propositions:

(9) Election(A,n,A, 0) = {n 7→ A}. Proof: Election(A,n,A, 0) ⊆ {n 7→ A}
by [19, (29)], [9, (33)], [21, (9)]. �

(10) If k > 0, then Election(A,n,A, k) is empty.

Let us consider A and n. Let k be a non empty natural number. Let us
observe that Election(A,n,A, k) is empty. Now we state the proposition:

(11) Election(A,n,B, k) = Choose(Seg(n+k), n,A,B).Proof: Election(A,n,
B, k) ⊆ Choose(Seg(n+ k), n,A,B) by [7, (2)]. �

Let us assume that A 6= B. Now we state the propositions:

(12) v ∈ Election(A,n,B, k) if and only if v−1({B}) = k. The theorem is a
consequence of (6).

(13) Election(A,n,B, k) =
(n+k
n

)
. The theorem is a consequence of (11).
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3. Properties of Dominated Elections

Let us consider A, n, B, and k. Let v be a finite sequence. We say that v is
an (A, n, B, k)-dominated-election if and only if

(Def. 2) (i) v ∈ Election(A,n,B, k), and

(ii) for every i such that i > 0 holds (v�i)−1({A}) > (v�i)−1({B}).

Let us assume that f is an (A, n, B, k)-dominated-election. Now we state
the propositions:

(14) A 6= B.

(15) n > k. The theorem is a consequence of (14) and (12).

Now we state the propositions:

(16) If A 6= B and n > 0, then n 7→ A is an (A, n, B, 0)-dominated-election.

(17) If f is an (A, n, B, k)-dominated-election and i < n−k, then f a (i 7→ B)
is an (A, n, B, (k+ i))-dominated-election. The theorem is a consequence
of (14) and (12).

(18) Suppose f is an (A, n, B, k)-dominated-election and g is an (A, i, B,
j)-dominated-election. Then f a g is an (A, (n+ i), B, (k+j))-dominated-
election. The theorem is a consequence of (14), (12), and (15).

Let us consider A, n, B, and k. The functor DominatedElection(A,n,B, k)
yielding a subset of Election(A,n,B, k) is defined by

(Def. 3) f ∈ it if and only if f is an (A, n, B, k)-dominated-election.

(19) If A = B or n ¬ k, then DominatedElection(A,n,B, k) is empty. The
theorem is a consequence of (14) and (15).

(20) If n > k andA 6= B, then n 7→ Aa(k 7→ B) ∈ DominatedElection(A,n,B,
k). The theorem is a consequence of (17) and (16).

(21) If A 6= B, then DominatedElection(A,n,B, k) =

DominatedElection(0, n, 1, k). Proof: Set T = [A 7−→ 0, B 7−→ 1]. De-
fine P[object, object] ≡ for every f such that f = $1 holds T · f = $2.
For every object x such that x ∈ DominatedElection(A,n,B, k) the-
re exists an object y such that y ∈ DominatedElection(0, n, 1, k) and
P[x, y] by [25, (27), (26)], [5, (92)], (7). Consider C being a function from
DominatedElection(A,n,B, k) into DominatedElection(0, n, 1, k) such that
for every object x such that x ∈ DominatedElection(A,n,B, k) holds
P[x,C(x)] from [7, Sch. 1]. DominatedElection(0, n, 1, k) ⊆ rngC by [25,
(27), (26)], [5, (92)], (7). �

(22) Let us consider a finite sequence p of elements of N. Then p is a (0, n, 1,
k)-dominated-election if and only if p is an (n+k)-tuple of {0, 1} and n > 0
and

∑
p = k and for every i such that i > 0 holds 2 ·

∑
(p�i) < i. Proof:

If p is a (0, n, 1, k)-dominated-election, then p is an (n+k)-tuple of {0, 1}
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and n > 0 and
∑
p = k and for every i such that i > 0 holds 2 ·

∑
(p�i) < i

by (8), (12), (15), [25, (70)]. 1· p−1({1}) = k. p−1({1}) + p−1({0}) = len p.

1 · (p�i)−1({1}) =
∑

(p�i). (p�i)−1({1}) + (p�i)−1({0}) = len(p�i). �

(23) If f is an (A, n, B, k)-dominated-election, then f(1) = A. The theorem
is a consequence of (15).

(24) Let us consider a finite 0-sequence d of N. Then d ∈ Domin0(n+ k, k) if
and only if 〈0〉 a XFS2FS(d) ∈ DominatedElection(0, n+ 1, 1, k). Proof:
Set X1 = XFS2FS(d). Set Z = 〈0〉. Set Z1 = ZaX1. Reconsider D = d as a
finite 0-sequence of R. XFS2FS(d) = XFS2FS(D). If d ∈ Domin0(n+k, k),
then Z1 ∈ DominatedElection(0, n + 1, 1, k) by [15, (20)], (2), [4, (31),
(22)]. Z1 is an (n+ 1 + k)-tuple of {0, 1}. For every k such that k ¬ dom d

holds 2 ·
∑

(d�k) ¬ k by [20, (14)], [8, (76)], (1), (3). d is dominated by 0.∑
d = k. �

(25) Domin0(n+ k, k) = DominatedElection(0, n+ 1, 1, k). Proof: Set D =
Domin0(n+ k, k). Set B = DominatedElection(0, n+ 1, 1, k). Set Z = 〈0〉.
Define F [object, object] ≡ for every finite 0-sequence d of N such that
d = $1 holds $2 = Z a XFS2FS(d). For every object x such that x ∈ D
there exists an object y such that y ∈ B and F [x, y]. Consider f being
a function from D into B such that for every object x such that x ∈ D
holds F [x, f(x)] from [7, Sch. 1]. �

(26) Domin0(n+ k, k) = DominatedElection(0, n+ 1, 1, k). Proof: Set D =
Domin0(n+ k, k). Set B = DominatedElection(0, n+ 1, 1, k). Set Z = 〈0〉.
Define F [object, object] ≡ for every finite 0-sequence d of N such that
d = $1 holds $2 = Z a XFS2FS(d). For every object x such that x ∈ D
there exists an object y such that y ∈ B and F [x, y]. Consider f being
a function from D into B such that for every object x such that x ∈ D
holds F [x, f(x)] from [7, Sch. 1]. �

(27) If A 6= B and n > k, then DominatedElection(A,n,B, k) = n−k
n+k ·

(n+k
k

)
.

The theorem is a consequence of (21) and (26).

4. Main Theorem

(28) Bertrand’s Ballot Theorem:
If A 6= B and n ­ k, then P(DominatedElection(A,n,B, k)) = n−k

n+k . The
theorem is a consequence of (13), (19), and (27).
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Summary. Two construction functors: simple term with a variable and
compound term with an operation and argument terms and schemes of term
induction are introduced. The degree of construction as a number of used opera-
tion symbols is defined. Next, the term context is investigated. An x-context is
a term which includes a variable x once only. The compound term is x-context
iff the argument terms include an x-context once only. The context induction is
shown and used many times. As a key concept, the context substitution is in-
troduced. Finally, the translations and endomorphisms are expressed by context
substitution.
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1. Preliminaries

Let Σ be a non empty non void many sorted signature, A be a non-empty
algebra over Σ, and σ be a sort symbol of Σ.

An element of A from σ is an element of (the sorts of A)(σ). From now on
a, b denote objects, I, J denote sets, f denotes a function, R denotes a binary
relation, i, j, n denote natural numbers, m denotes an element of N, Σ denotes
a non empty non void many sorted signature, σ, σ1, σ2 denote sort symbols of
Σ, o denotes an operation symbol of Σ, X denotes a non-empty many sorted set
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indexed by the carrier of Σ, x, x1, x2 denote elements of X(σ), x11 denotes an
element of X(σ1), T denotes a free in itself including Σ-terms over X algebra
over Σ with all variables and inheriting operations, g denotes a translation in
FΣ(X) from σ1 into σ2, and h denotes an endomorphism of FΣ(X).

Let us consider Σ and X. Let T be an including Σ-terms over X algebra
over Σ with all variables and ρ be an element of T . The functor @ρ yielding an
element of FΣ(X) is defined by the term

(Def. 1) ρ.

Let us consider T . Observe that every element of T is finite and every set
which is natural-membered is also ⊆-linear.

In the sequel ρ, ρ1, ρ2 denote elements of T and τ , τ1, τ2 denote elements of
FΣ(X).

Let us consider Σ. Let A be an algebra over Σ. Let us consider a. We say
that a ∈ A if and only if

(Def. 2) a ∈
⋃

(the sorts of A).

Let us consider b. We say that b is a-different if and only if

(Def. 3) b 6= a.

Let I be a non trivial set. Note that there exists an element of I which is
a-different.

Now we state the proposition:

(1) Let us consider trees τ , τ1 and finite sequences p, q of elements of N.
Suppose

(i) p ∈ τ , and

(ii) q ∈ τ with-replacement(p, τ1).

Then

(iii) if p � q, then q ∈ τ , and

(iv) for every finite sequence ρ of elements of N such that q = p a ρ holds
ρ ∈ τ1.

Proof: If p � q, then q ∈ τ by [17, (1)]. �

LetR be a finite binary relation. Let us consider a. Let us note that Coim(R, a)
is finite.

Let us consider finite sequences p, q, ρ. Now we state the propositions:

(2) If p a q � ρ, then p � ρ.

(3) If p a q � p a ρ, then q � ρ.

Now we state the propositions:

(4) Let us consider finite sequences p, q. Suppose i ¬ len p. Then (p a

q)�Seg i = p�Seg i.

(5) Let us consider finite sequences p, q, ρ. If q � pa ρ, then q � p or p � q.
The theorem is a consequence of (4).
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Let us consider Σ. We say that Σ is sufficiently rich if and only if

(Def. 4) There exists o such that σ ∈ rng Arity(o).

We say that Σ is growable if and only if

(Def. 5) There exists τ such that height dom τ = n.

Let us consider n. We say that Σ is n-ary operation including if and only if

(Def. 6) There exists o such that len Arity(o) = n.

Let us note that there exists a non empty non void many sorted signature
which is n-ary operation including and there exists a non empty non void many
sorted signature which is sufficiently rich.

Let us consider R. We say that R is nontrivial if and only if

(Def. 7) If I ∈ rngR, then I is not trivial.

We say that R is infinite-yielding if and only if

(Def. 8) If I ∈ rngR, then I is infinite.

Let us observe that every binary relation which is nontrivial is also non-
empty and every binary relation which is infinite-yielding is also nontrivial.

Let I be a set. Observe that there exists a many sorted set indexed by I which
is infinite-yielding and there exists a finite sequence which is infinite-yielding.

Let I be a non empty set, f be a nontrivial many sorted set indexed by I,
and a be an element of I. Let us note that f(a) is non trivial.

Let f be an infinite-yielding many sorted set indexed by I. Note that f(a)
is infinite.

Let us consider Σ,X, and o. Let us note that every element of Args(o,FΣ(X))
is decorated tree yielding.

In the sequel Y denotes an infinite-yielding many sorted set indexed by the
carrier of Σ, y, y1 denote elements of Y (σ), y11 denotes an element of Y (σ1),
Q denotes a free in itself including Σ-terms over Y algebra over Σ with all
variables and inheriting operations, q, q1 denote elements of Args(o,FΣ(Y )), u,
u1, u2 denote elements of Q, v, v1, v2 denote elements of FΣ(Y ), Z denotes a
nontrivial many sorted set indexed by the carrier of Σ, z, z1 denote elements of
Z(σ), l, l1 denote elements of FΣ(Z), R denotes a free in itself including Σ-terms
over Z algebra over Σ with all variables and inheriting operations, and k, k1
denote elements of Args(o,FΣ(Z)).

Let p be a finite sequence. Note that p a ∅ reduces to p and ∅ a p reduces
to p.

Let I be a finite sequence-membered set. The functor p_ I yielding a set is
defined by the term

(Def. 9) {p a q, where q is an element of I : q ∈ I}.

Let us observe that p_ I is finite sequence-membered.
Let f be a finite sequence and E be an empty set. One can verify that f _E

reduces to E.
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Let p be a decorated tree yielding finite sequence. Let us consider a. Let
us note that p(a) is relation-like and every set which is tree-like is also finite
sequence-membered.

Let p be a decorated tree yielding finite sequence. Let us consider a. One
can check that dom(p(a)) is finite sequence-membered.

Let τ , τ1 be trees. One can check that τ1 with-replacement(εN, τ) reduces
to τ .

Let d, d1 be decorated trees. One can check that d1 with-replacement(εN, d)
reduces to d.

Now we state the proposition:

(6) Let us consider finite sequences ξ, w of elements of N, tree yielding finite
sequences p, q, and trees d, τ . Suppose

(i) i < len p, and

(ii) ξ = 〈i〉 a w, and

(iii) d = p(i+ 1), and

(iv) q = p+· (i+ 1, dwith-replacement(w, τ)), and

(v) ξ ∈
︷︸︸︷
p .

Then
︷︸︸︷
p with-replacement(ξ, τ) =

︷︸︸︷
q . The theorem is a consequence of

(2).

Let F be a function yielding function and f be a function. Let us consider
a. Note that F +· (a, f) is function yielding.

Now we state the propositions:

(7) Let us consider a function yielding function F and a function f . Then
domκ(F +· (a, f))(κ) = domκ F (κ) +· (a,dom f).

(8) Let us consider finite sequences ξ, w of elements of N, decorated tree
yielding finite sequences p, q, and decorated trees d, τ . Suppose

(i) i < len p, and

(ii) ξ = 〈i〉 a w, and

(iii) d = p(i+ 1), and

(iv) q = p+· (i+ 1, dwith-replacement(w, τ)), and

(v) ξ ∈
︷ ︸︸ ︷
dom
κ

p(κ).

Then (a-tree(p)) with-replacement(ξ, τ) = a-tree(q). The theorem is a con-
sequence of (7), (6), (2), and (3).

(9) Let us consider a set a and a decorated tree yielding finite sequence w.
Then dom(a-tree(w)) = {∅}∪

⋃
{〈i〉_ dom(w(i+ 1)) : i < lenw}. Proof:

Set A = {〈i〉_ dom(w(i+ 1)) : i < lenw}. dom(a-tree(w)) ⊆ {∅}∪
⋃

A by
[20, (11)]. �
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Let p be a decorated tree yielding finite sequence. Let us consider a and I.
Note that p(a)−1(I) is finite sequence-membered.

Now we state the proposition:

(10) Let us consider a finite sequence-membered set I and a finite sequence
p. Then p_ I = I . Proof: Define F(element of I) = p a $1. Consider f
such that dom f = I and for every element q of I such that q ∈ I holds
f(q) = F(q) from [7, Sch. 2]. rng f = p_ I. f is one-to-one by [22, (33)].
�

Let I be a finite finite sequence-membered set and p be a finite sequence.
Note that p_ I is finite.

Now we state the proposition:

(11) Let us consider finite sequence-membered sets I, J and finite sequences
p, q. Suppose

(i) len p = len q, and

(ii) p 6= q.

Then p_ I misses q _ J .

Let us consider i. Let us note that i reduces to i. Let us consider j. We
identify i+ j with i+ j.

The scheme CardUnion deals with a unary functor I yielding a set and a
finite sequence f of elements of N and states that

(Sch. 1)
⋃
{I(i) : i < len f} =

∑
f

provided

• for every i and j such that i < len f and j < len f and i 6= j holds I(i)
misses I(j) and

• for every i such that i < len f holds I(i) = f(i+ 1).

Let f be a finite sequence. Note that {f} is finite sequence-membered.
Now we state the propositions:

(12) Let us consider finite sequences f , g. Then f _ {g} = {f a g}.
(13) Let us consider finite sequence-membered sets I, J and a finite sequence

f . Then I ⊆ J if and only if f _ I ⊆ f _ J .

In the sequel c, c1, c2 denote sets and d, d1 denote decorated trees.
Now we state the proposition:

(14) Leaves(the elementary tree of 0) = {∅}.
Let us note that sethood property holds for trees.
Now we state the propositions:

(15) Let us consider a non empty tree yielding finite sequence p.
Then Leaves(

︷︸︸︷
p ) = {〈i〉 a q, where q is a finite sequence of elements

of N, d is a tree : q ∈ Leaves(d) and i + 1 ∈ dom p and d = p(i + 1)}.
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Proof: Set i0 = the element of dom p. Leaves(
︷︸︸︷
p ) ⊆ {〈i〉 a q, where

q is a finite sequence of elements of N, d is a tree : q ∈ Leaves(d) and
i+ 1 ∈ dom p and d = p(i+ 1)} by [13, (11), (13)], [52, (25)], [17, (1)].�

(16) Leaves(the root tree of c) = {c}.
(17) dom d ⊆ dom dc←d1 .

Let us consider c and d. Observe that (the root tree of c)c←d reduces to d.
Now we state the proposition:

(18) Suppose c1 6= c2. Then (the root tree of c1)c2←d = the root tree of c1.
Proof: dom(the root tree of c1)c2←d = dom(the root tree of c1) by [20,
(3)], [17, (29)], [40, (15)]. �

Let f be a non empty function yielding function. Note that domκ f(κ) is
non empty and rngκ f(κ) is non empty.

Now we state the proposition:

(19) Let us consider non empty decorated tree yielding finite sequences p, q.
Suppose

(i) dom q = dom p, and

(ii) for every i and d1 such that i ∈ dom p and d1 = p(i) holds q(i) =
d1c←d.

Then (b-tree(p))c←d = b-tree(q).Proof: Leaves(
︷ ︸︸ ︷
dom
κ

p(κ)) = {〈i〉aq, where

q is a finite sequence of elements of N, d is a tree : q ∈ Leaves(d) and
i+1 ∈ dom(domκ p(κ)) and d = (domκ p(κ))(i+1)}. dom(b-tree(p))c←d =
dom(b-tree(q)) by [17, (22)], [13, (11), (13)], [52, (25)]. �

Let us consider Σ and σ. Let A be a non empty algebra over Σ and a be an
element of A. We say that a is σ-sort if and only if

(Def. 10) a ∈ (the sorts of A)(σ).

Let A be a non-empty algebra over Σ. One can verify that there exists an
element of A which is σ-sort and every element of (the sorts of A)(σ) is σ-sort.

Let A be a non empty algebra over Σ. Assume A is disjoint valued. Let a be
an element of A. The functor the sort of a yielding a sort symbol of Σ is defined
by

(Def. 11) a ∈ (the sorts of A)(it).

Now we state the propositions:

(20) Let us consider a disjoint valued non-empty algebra A over Σ and a
σ-sort element a of A. Then the sort of a = σ.

(21) Let us consider a disjoint valued non empty algebra A over Σ. Then
every element of A is (the sort of a)-sort.

(22) The sort of @ρ = the sort of ρ.
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(23) Let us consider an element ρ of (the sorts of T )(σ). Then the sort of
ρ = σ.

(24) Let us consider a term u of Σ over X. Suppose τ = u. Then the sort of
τ = the sort of u.

Let us consider Σ, X, o, and T . One can verify that every element of
Args(o, T ) is (

⋃
(the sorts of T ))-valued.

Now we state the proposition:

(25) Let us consider an element q of Args(o, T ). Suppose i ∈ dom q. Then
the sort of qi = Arity(o)i.

Let us consider Σ. Let A, B be non-empty algebras over Σ and f be a many
sorted function from A into B. Assume A is disjoint valued. Let a be an element
of A. The functor f(a) yielding an element of B is defined by the term

(Def. 12) f(the sort of a)(a).

Let us consider a disjoint valued non-empty algebra A over Σ, a non-empty
algebra B over Σ, a many sorted function f from A into B, and an element a of
(the sorts of A)(σ). Now we state the propositions:

(26) f(a) = f(σ)(a).

(27) f(a) is an element of (the sorts of B)(σ). The theorem is a consequence
of (26).

Now we state the propositions:

(28) Let us consider disjoint valued non-empty algebras A, B over Σ, a many
sorted function f from A into B, and an element a of A. Then the sort of
f(a) = the sort of a.

(29) Let us consider disjoint valued non-empty algebras A, B over Σ, a non-
empty algebra C over Σ, a many sorted function f from A into B, a many
sorted function g from B into C, and an element a of A. Then (g ◦ f)(a) =
g(f(a)). The theorem is a consequence of (28).

(30) Let us consider a disjoint valued non-empty algebra A over Σ, a non-
empty algebra B over Σ, and many sorted functions f1, f2 from A into B.
If for every element a of A, f1(a) = f2(a), then f1 = f2. The theorem is a
consequence of (26).

Let us consider Σ. Let A, B be algebras over Σ. Assume there exists a many
sorted function h from A into B such that h is a homomorphism of A into B.

A homomorphism from A to B is a many sorted function from A into B and
is defined by

(Def. 13) it is a homomorphism of A into B.

Now we state the proposition:

(31) Let us consider a many sorted function h from FΣ(X) into T . Then h is
a homomorphism from FΣ(X) to T if and only if h is a homomorphism of



132 grzegorz bancerek

FΣ(X) into T .

Let us consider Σ, X, and T . Observe that the functor the canonical homo-
morphism of T yields a homomorphism from FΣ(X) to T . Let us consider ρ.
One can check that (the canonical homomorphism of T )(@ρ) reduces to ρ.

Now we state the proposition:

(32) Suppose τ2 = (the canonical homomorphism of T )(τ1).
Then (the canonical homomorphism of T )(τ1) = (the canonical homomor-
phism of T )(τ2). The theorem is a consequence of (22) and (28).

2. Constructing Terms

In the sequel w denotes an element of Args(o, T ) and p, p1 denote elements
of Args(o,FΣ(X)).

Let us consider Σ, X, σ, and x. The functor x -term yielding an element of
(the sorts of FΣ(X))(σ) is defined by the term

(Def. 14) The root tree of 〈〈x, σ〉〉.
Let us consider o and p. The functor o -term p yielding an element of FΣ(X)

from the result sort of o is defined by the term

(Def. 15) 〈〈o, the carrier of Σ〉〉-tree(p).

Now we state the propositions:

(33) The sort of x -term = σ.

(34) The sort of o -term p = the result sort of o. The theorem is a consequence
of (24).

(35) Let us consider an object i. Then i ∈ (FreeGenerator(T ))(σ) if and only
if there exists x such that i = x -term.

Let us consider Σ, X, σ, and x. Let us note that x -term is non compound.
Let us consider o and p. One can check that o -term p is compound and (the

result sort of o)-sort.
Now we state the propositions:

(36) (i) there exists σ and there exists x such that τ = x -term, or

(ii) there exists o and there exists p such that τ = o -term p.

(37) If τ is not compound, then there exists σ and there exists x such that
τ = x -term.

(38) If τ is compound, then there exists o and there exists p such that τ =
o -term p.

(39) x -term 6= o -term p.

Let us consider Σ. Let X be a non-empty many sorted set indexed by the
carrier of Σ. Note that there exists an element of FΣ(X) which is compound.
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Let us consider X. Let e be a compound element of FΣ(X). Let us note
that the functor main-constr e yields an operation symbol of Σ. One can check
that the functor args e yields an element of Args(main-constr e,FΣ(X)). Now we
state the propositions:

(40) args(x -term) = ∅.
(41) Let us consider a compound element τ of FΣ(X).

Then τ = main-constr τ -term args τ . The theorem is a consequence of
(38).

(42) x -term ∈ T .

Let us consider Σ, X, T , σ, and x. Note that (the canonical homomorphism
of T )(x -term) reduces to x -term.

The scheme TermInd deals with a unary predicate P and a non empty non
void many sorted signature Σ and a non-empty many sorted set X indexed by
the carrier of Σ and an element τ of FΣ(X ) and states that

(Sch. 2) P[τ ]

provided

• for every sort symbol σ of Σ and for every element x of X (σ), P[x -term]
and

• for every operation symbol o of Σ and for every element p of Args(o,FΣ(X ))
such that for every element τ of FΣ(X ) such that τ ∈ rng p holds P[τ ] holds
P[o -term p].

The scheme TermAlgebraInd deals with a unary predicate P and a non empty
non void many sorted signature Σ and a non-empty many sorted set X indexed
by the carrier of Σ and a free in itself including Σ-terms over X algebra A over
Σ with all variables and inheriting operations and an element τ of A and states
that

(Sch. 3) P[τ ]

provided

• for every sort symbol σ of Σ and for every element x of X (σ) and for every
element ρ of A such that ρ = x -term holds P[ρ] and

• for every operation symbol o of Σ and for every element p of Args(o,FΣ(X ))
and for every element ρ of A such that ρ = o -term p and for every element
τ of A such that τ ∈ rng p holds P[τ ] holds P[ρ].
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3. Construction Degree

Let us consider Σ, X, T , and ρ. The functors: the construction degree of ρ
and height ρ yielding natural numbers are defined by terms,

(Def. 16) ρ−1(α× {β}), where α is the carrier’ of Σ and β is the carrier of Σ,

(Def. 17) height dom ρ,

respectively. We introduce deg ρ as a synonym of the construction degree of ρ.
Now we state the propositions:

(43) deg @ρ = deg ρ.

(44) height @ρ = height ρ.

(45) height(x -term) = 0.

One can verify that every set which is natural-membered is also ordinal-
membered and finite-membered.

Let I be a finite natural-membered set. One can verify that
⋃
I is natural.

Let I be a non empty finite natural-membered set. We identify
⋃
I with

max I. Now we state the propositions:

(46) (i) {height τ1 : τ1 ∈ rng p} is natural-membered and finite, and

(ii)
⋃
{height τ : τ ∈ rng p} is a natural number.

Proof: Set I = {height τ : τ ∈ rng p}. I is natural-membered. Define
F(element of FΣ(X)) = height $1. {F(τ1) : τ1 ∈ rng p} is finite from [44,
Sch. 21]. �

(47) Suppose Arity(o) 6= ∅ and n =
⋃
{height τ1 : τ1 ∈ rng p}.

Then height(o -term p) = n + 1. Proof: Set I = {height τ1 : τ1 ∈ rng p}.
I is natural-membered. Define F(element of FΣ(X)) = height $1. {F(τ1)
: τ1 ∈ rng p} is finite from [44, Sch. 21]. �

(48) If Arity(o) = ∅, then height(o -term p) = 0.

(49) deg(x -term) = 0.

(50) deg τ 6= 0 if and only if there exists o and there exists p such that
τ = o -term p. Proof: Define P[element of FΣ(X)] ≡ deg $1 6= 0 iff there
exists o and there exists p such that $1 = o -term p. P[x -term]. P[τ ] from
TermInd. �

Let τ be a decorated tree. Let us consider I. Observe that τ−1(I) is finite
sequence-membered.

Let us consider a. Let J , K be sets. Let us observe that the functor IFIN(a, I,
J,K) yields a set. Now we state the propositions:

(51) Suppose J = 〈〈o, the carrier of Σ〉〉. Then (o -term p)−1(I) = IFIN(J, I, {∅},
∅)∪

⋃
{〈i〉_ p(i+1)−1(I) : i < len p}. Proof: Set X = {〈i〉_ p(i+1)−1(I)

: i < len p}. (o -term p)−1(I) ⊆ IFIN(J, I, {∅}, ∅) ∪
⋃
X by [20, (10)], [13,

(11), (13)], [52, (25)]. �
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(52) Suppose there exists a finite sequence f of elements of N such that
i =

∑
f and dom f = dom Arity(o) and for every i and τ such that i ∈

dom Arity(o) and τ = p(i) holds f(i) = deg τ . Then deg(o -term p) = i+1.
Proof: Set τ = o -term p. Set I = (the carrier’ of Σ)×{the carrier of Σ}.
Set A = {〈i〉 _ p(i + 1)−1(I) : i < len p}. ∅ 6∈

⋃
A. τ−1(I) = {∅} ∪

⋃
A.

Define J (natural number) = 〈$1〉_ p($1 + 1)−1(I). For every i and j such
that i < len f and j < len f and i 6= j holds J (i) misses J (j) by [22, (40)],

(11). For every i such that i < len f holds J (i) = f(i + 1) by [13, (12),

(13)], [52, (25)], [12, (2)].
⋃
{J (i) : i < len f} =

∑
f from CardUnion. �

Let us consider Σ, X, T , and i. The functor T deg¬ i yielding a subset of T
is defined by the term

(Def. 18) {ρ : deg ρ ¬ i}.

The functor T height¬ i yielding a subset of T is defined by the term

(Def. 19) {τ : τ ∈ T and height τ ¬ i}.

Now we state the propositions:

(53) ρ ∈ T deg¬ i if and only if deg ρ ¬ i.
(54) T deg¬ 0 = the set of all x -term. Proof: T deg¬ 0 ⊆ the set of all x -te-

rm by [10, (39)], (36), (50). Consider σ, x such that a = x -term.
deg(x -term) = 0 ¬ 0 and x -term ∈ T . Reconsider ρ = x -term as an
element of T . deg ρ = deg @ρ = 0. �

(55) T height¬ 0 = the set of all x -term ∪ {o -term p : o -term p ∈ T and
Arity(o) = ∅}. The theorem is a consequence of (36), (46), (47), (42), and
(48).

(56) T deg¬ 0 =
⋃

FreeGenerator(T ).Proof: T deg¬ 0 = the set of all x -term.
T deg¬ 0 ⊆

⋃
FreeGenerator(T ) by [5, (2)]. Consider b such that b ∈

dom FreeGenerator(T ) and a ∈ (FreeGenerator(T ))(b). Consider y being
a set such that y ∈ X(b) and a = the root tree of 〈〈y, b〉〉. �

(57) ρ ∈ T height¬ i if and only if height ρ ¬ i.
Let us consider Σ, X, T , and i. One can check that T deg¬ i is non empty

and T height¬ i is non empty.
Let us assume that i ¬ j. Now we state the propositions:

(58) T deg¬ i ⊆ T deg¬ j.

(59) T height¬ i ⊆ T height¬ j.

Now we state the propositions:

(60) T deg¬(i+1) = (T deg¬ 0)∪{o -term p : there exists a finite sequence f
of elements of N such that i ­

∑
f and dom f = dom Arity(o) and for

every i and τ such that i ∈ dom Arity(o) and τ = p(i) holds f(i) =
deg τ} ∩

⋃
(the sorts of T ). Proof: Set I = {o -term p : there exists

a finite sequence f of elements of N such that i ­
∑
f and dom f =
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dom Arity(o) and for every i and τ such that i ∈ dom Arity(o) and τ =
p(i) holds f(i) = deg τ}. T deg¬(i+1) ⊆ (T deg¬ 0)∪I∩

⋃
(the sorts of T )

by [10, (39)], (36), (54), [36, (6)]. T deg¬ 0 ⊆ T deg¬(i+1). I∩
⋃

(the sorts
of T ) ⊆ T deg¬(i+ 1). �

(61) T height¬(i+ 1) = (T height¬ 0) ∪ {o -term p :
⋃
{height τ : τ ∈ rng p} ⊆

i} ∩
⋃

(the sorts of T ). Proof: Set I = {o -term p :
⋃
{height τ : τ ∈

rng p} ⊆ i}. T height¬(i + 1) ⊆ (T height¬ 0) ∪ I ∩
⋃

(the sorts of T ) by
(36), (55), (46), (47). T height¬ 0 ⊆ T height¬(i + 1). I ∩

⋃
(the sorts of

T ) ⊆ T height¬(i+ 1) by (46), (47), [13, (39)], (48). �

(62) deg τ ­ height τ . Proof: Define P[element of FΣ(X)] ≡ deg $1 ­
height $1. For every operation symbol o of Σ and for every element p of
Args(o,FΣ(X)) such that for every element τ of FΣ(X) such that τ ∈ rng p
holds P[τ ] holds P[o -term p] by (48), [36, (6)], (46), [42, (9)]. P[τ ] from
TermInd. �

(63)
⋃

(the sorts of T ) =
⋃
{T deg¬ i : not contradiction}.

(64)
⋃

(the sorts of T ) =
⋃
{T height¬ i : not contradiction}. The theorem is

a consequence of (57).

(65) T deg¬ i ⊆ FΣ(X) deg¬ i. Proof: Define P[natural number] ≡ T deg¬ $1

⊆ FΣ(X) deg¬ $1. T deg¬ 0 =
⋃

FreeGenerator(T ) and FΣ(X) deg¬ 0 =⋃
FreeGenerator(FΣ(X)). For every i, P[i] from [13, Sch. 2]. �

4. Context

Let us consider Σ, X, T , σ, x, and ρ. We say that ρ is x-context if and only if

(Def. 20) Coim(ρ, 〈〈x, σ〉〉) = 1.

We say that ρ is x-omitting if and only if

(Def. 21) Coim(ρ, 〈〈x, σ〉〉) = ∅.
The functor vf ρ yielding a set is defined by the term

(Def. 22) π1(rng ρ ∩ (
⋃
X × (the carrier of Σ))).

Now we state the propositions:

(66) vf ρ =
⋃

VarX ρ. Proof: vf ρ ⊆
⋃

VarX ρ by [32, (87)], [5, (2)], [10,
(44)], [23, (9)]. �

(67) vf(x -term) = {x}.
(68) vf(o -term p) =

⋃
{vf τ : τ ∈ rng p}. Proof: vf(o -term p) ⊆

⋃
{vf τ

: τ ∈ rng p} by (66), [5, (2)], [23, (13)], [55, (167)]. �

Let us consider Σ, X, T , and ρ. Note that vf ρ is finite.
Now we state the proposition:

(69) If x 6∈ vf ρ, then ρ is x-omitting.

Let us consider Σ, X, σ, and τ . We say that τ is σ-context if and only if
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(Def. 23) There exists x such that τ is x-context.

Let us consider x. Let us observe that every element of FΣ(X) which is
x-context is also σ-context.

One can verify that x -term is x-context.
One can check that there exists an element of FΣ(X) which is x-context

and non compound and every element of FΣ(X) which is x-omitting is also non
x-context.

Now we state the proposition:

(70) Let us consider sort symbols σ1, σ2 of Σ, an element x1 of X(σ1), and
an element x2 of X(σ2). Then σ1 6= σ2 or x1 6= x2 if and only if x1 -term
is x2-omitting.

Let us consider Σ, σ, σ1, Z, and z. Let z′ be a z-different element of Z(σ1).
One can check that z′ -term is z-omitting.

One can check that there exists an element of FΣ(Z) which is z-omitting.
Let us consider σ1. Let z1 be a z-different element of Z(σ1). Observe that

there exists an element of FΣ(Z) which is z-omitting and z1-context.
Let us consider X. Let us consider x.
A context of x is an x-context element of FΣ(X). Now we state the propo-

sition:

(71) Let us consider a sort symbol ρ of Σ and an element y of X(ρ). Then
x -term is a context of y if and only if ρ = σ and x = y.

Let us consider Σ, X, and σ.
A context of σ and X is a σ-context element of FΣ(X). In the sequel C

denotes a context of x, C1 denotes a context of y, C′ denotes a context of z, C11

denotes a context of x11, C12 denotes a context of y11, and D denotes a context
of σ and X.

Now we state the propositions:

(72) C is a context of σ and X.

(73) x ∈ vf C.
Let us consider Σ, o, σ, X, x, and p. We say that p is x-context including

once only if and only if

(Def. 24) There exists i such that

(i) i ∈ dom p, and

(ii) p(i) is a context of x, and

(iii) for every j and τ such that j ∈ dom p and j 6= i and τ = p(j) holds
τ is x-omitting.

Let us note that every element of Args(o,FΣ(X)) which is x-context inclu-
ding once only is also non empty.

Now we state the propositions:
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(74) p is x-context including once only if and only if o -term p is a context of
x. Proof: Set I = {〈〈x, σ〉〉}. Set k = p. (o -term k)−1(I) = ∅∪

⋃
{〈i〉_k(i+

1)−1(I) : i < len k}. If k is x-context including once only, then o -term k is
a context of x by [3, (42)], [52, (25)], [13, (10), (13), (11)]. �

(75) for every i such that i ∈ dom p holds pi is x-omitting if and only if
o -term p is x-omitting. The theorem is a consequence of (51) and (13).

(76) for every τ such that τ ∈ rng p holds τ is x-omitting if and only if
o -term p is x-omitting. The theorem is a consequence of (75).

Let us consider Σ, σ, and o. We say that o is σ-dependent if and only if

(Def. 25) σ ∈ rng Arity(o).

Let Σ be a sufficiently rich non void non empty many sorted signature and
σ be a sort symbol of Σ. Let us note that there exists an operation symbol of Σ
which is σ-dependent.

In the sequel Σ′ denotes a sufficiently rich non empty non void many sorted
signature, σ′ denotes a sort symbol of Σ′, o′ denotes a σ′-dependent operation
symbol of Σ′, X ′ denotes a nontrivial many sorted set indexed by the carrier of
Σ′, and x′ denotes an element of X ′(σ′).

Let us consider Σ′, σ′, o′, X ′, and x′. Let us observe that there exists an
element of Args(o′,FΣ′(X ′)) which is x′-context including once only.

Let p′ be an x′-context including once only element of Args(o′,FΣ′(X ′)). One
can check that o′ -term p′ is x′-context.

Let us consider Σ, o, σ, X, x, and p. Assume p is x-context including once
only. The functor the x-context position in p yielding a natural number is defined
by

(Def. 26) p(it) is a context of x.

The functor the x-context in p yielding a context of x is defined by

(Def. 27) it ∈ rng p.

Now we state the propositions:

(77) Suppose p is x-context including once only. Then

(i) the x-context position in p ∈ dom p, and

(ii) the x-context in p = p(the x-context position in p).

(78) Suppose p is x-context including once only and the x-context position
in p 6= i ∈ dom p. Then pi is x-omitting.

Let us assume that p is x-context including once only. Now we state the
propositions:

(79) p yields the x-context in p just once. The theorem is a consequence of
(77).

(80) p ← (the x-context in p) = the x-context position in p. The theorem is
a consequence of (79).
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Now we state the proposition:

(81) (i) C = x -term, or

(ii) there exists o and there exists p such that p is x-context including
once only and C = o -term p.

The theorem is a consequence of (36), (71), and (74).

Let us consider Σ′, X ′, σ′, and x′. One can verify that there exists an element
of FΣ′(X ′) which is x′-context and compound.

The scheme ContextInd deals with a unary predicate P and a non empty
non void many sorted signature Σ and a sort symbol σ of Σ and a non-empty
many sorted set X indexed by the carrier of Σ and an element x of X (σ) and a
context C of x and states that

(Sch. 4) P[C]
provided

• P[x -term] and

• for every operation symbol o of Σ and for every element w of Args(o,FΣ(X ))
such that w is x-context including once only holds if P[the x-context in
w], then for every context C of x such that C = o -termw holds P[C].

Now we state the propositions:

(82) If τ is x-omitting, then τ〈〈x, σ〉〉←τ1 = τ .

(83) Suppose the sort of τ1 = σ. Then τ〈〈x, σ〉〉←τ1 ∈ (the sorts of FΣ(X))(the

sort of τ). Proof: Define P[element of FΣ(X)] ≡ $1〈〈x, σ〉〉←τ1 ∈ (the sorts

of FΣ(X))(the sort of $1). For every σ1 and for every element y of X(σ1),
P[y -term]. For every o and p such that for every τ2 such that τ2 ∈ rng p
holds P[τ2] holds P[o -term p] by [20, (20)], (18), [52, (29)], [12, (2)]. P[τ ]
from TermInd. �

Let us consider Σ, X, σ, x, C, and τ . Assume the sort of τ = σ. The functor
C[τ ] yielding an element of (the sorts of FΣ(X))(the sort of C) is defined by the
term

(Def. 28) C〈〈x, σ〉〉←τ .

Now we state the proposition:

(84) If the sort of τ = σ, then x -term[τ ] = τ .

Let us consider Σ, X, σ, x, and C. Observe that C[x -term] reduces to C.
Now we state the propositions:

(85) Let us consider an element w of Args(o,FΣ(Z)) and an element τ of
FΣ(Z). Suppose

(i) w is z-context including once only, and

(ii) the sort of τ = Arity(o)(the z-context position in w).



140 grzegorz bancerek

Then w +· (the z-context position in w, τ) ∈ Args(o,FΣ(Z)).

(86) Suppose the sort of C′ = σ1. Let us consider a z-different element z1 of
Z(σ1) and a z-omitting context C1 of z1. Then C1[C′] is a context of z. Pro-
of: Define P[element of FΣ(Z)] ≡ if $1 is z-omitting, then $1〈〈z1, σ1〉〉←C′ is
a context of z. For every o and k such that k is z1-context including once
only holds if P[the z1-context in k], then for every context C of z1 such
that C = o -term k holds P[C]. P[C1] from ContextInd. �

(87) Let us consider elements w, p of Args(o,FΣ(Z)) and an element τ of
FΣ(Z). Suppose

(i) w is z-context including once only, and

(ii) C′ = o -termw, and

(iii) p = w +· (the z-context position in w, (the z-context in w)[τ ]), and

(iv) the sort of τ = σ.

Then C′[τ ] = o -term p. The theorem is a consequence of (77), (78), (82),
and (19).

(88) The sort of C[τ ] = the sort of C.
(89) If τ(a) = 〈〈x, σ〉〉, then a ∈ Leaves(dom τ). The theorem is a consequence

of (36).

(90) Let us consider a sort symbol σ0 of Σ and an element x0 of X(σ0).
Suppose

(i) the sort of τ = σ, and

(ii) C is x0-omitting, and

(iii) τ is x0-omitting.

Then C[τ ] is x0-omitting. The theorem is a consequence of (89).

(91) Suppose p is x-context including once only. Then the sort of the x-context
in p = Arity(o)(the x-context position in p). The theorem is a consequence
of (77).

(92) Let us consider a disjoint valued non-empty algebra A over Σ, a non-
empty algebra B over Σ, an operation symbol o of Σ, elements p, q of
Args(o,A), a many sorted function h from A into B, an element a of A,
and i. Suppose

(i) i ∈ dom p, and

(ii) q = p+· (i, a).

Then h#q = h#p+· (i, h(a)).

(93) Let us consider an element τ of FΣ(Z). Suppose the sort of τ = σ. Then
(the canonical homomorphism ofR)(C′[τ ]) = (the canonical homomorphism
of R)(C′[@((the canonical homomorphism of R)(τ))]). Proof: Set H =
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the canonical homomorphism of R. Define P[context of z] ≡ H($1[τ ]) =
H($1[@(H(τ))]). The sort of @(H(τ)) = the sort of H(τ). P[z -term] by
(84), [10, (48)], [28, (15)]. P[C′] from ContextInd. �

Let us consider Σ, X, T , σ, and x. Let h be a many sorted function from
FΣ(X) into T . We say that h is x-constant if and only if

(Def. 29) (i) h(x -term) = x -term, and

(ii) for every σ1 and for every element x1 of X(σ1) such that x1 6= x or
σ 6= σ1 holds h(x1 -term) is x-omitting.

Now we state the proposition:

(94) The canonical homomorphism of T is x-constant. The theorem is a con-
sequence of (70).

Let us consider Σ, X, T , σ, and x. Note that there exists a homomorphism
from FΣ(X) to T which is x-constant.

From now on h1 denotes an x-constant homomorphism from FΣ(X) to T

and h2 denotes a y-constant homomorphism from FΣ(Y ) to Q.
Let x, y be objects. The functor x↔ y yielding a function is defined by the

term

(Def. 30) {〈〈x, y〉〉, 〈〈y, x〉〉}.
Let us observe that the functor is commutative.

Now we state the proposition:

(95) (i) dom(a↔ b) = {a, b}, and

(ii) (a↔ b)(a) = b, and

(iii) (a↔ b)(b) = a, and

(iv) rng(a↔ b) = {a, b}.
Let A be a non empty set and a, b be elements of A. One can verify that

a↔ b is A-valued and A-defined.
Let A be a set, B be a non empty set, f be a function from A into B, and

g be a A-defined B-valued function. Let us note that the functor f+·g yields a
function from A into B. Let I be a non empty set, A, B be many sorted sets
indexed by I, f be a many sorted function from A into B, x be an element of
I, and g be a function from A(x) into B(x). One can verify that the functor
f +· (x, g) yields a many sorted function from A into B. Let us consider Σ, X,
T , σ, x1, and x2. The functor Hom(T, x1, x2) yielding an endomorphism of T is
defined by

(Def. 31) (i) it(σ)(x1 -term) = x2 -term, and

(ii) it(σ)(x2 -term) = x1 -term, and

(iii) for every σ1 and for every element y of X(σ1) such that σ1 6= σ or
y 6= x1 and y 6= x2 holds it(σ1)(y -term) = y -term.

Now we state the propositions:
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(96) Let us consider an endomorphism h of T . Suppose h(σ)(x -term) =
x -term. Then h = idα, where α is the sorts of T .Proof: h � FreeGenerator
(T ) = idα � FreeGenerator(T ), where α is the sorts of T by [27, (49), (18)].
�

(97) Hom(T, x, x) = idα, where α is the sorts of T . The theorem is a conse-
quence of (96).

(98) Hom(T, x1, x2) = Hom(T, x2, x1).

(99) Hom(T, x1, x2)◦Hom(T, x1, x2) = idα, where α is the sorts of T . Proof:
Set h = Hom(T, x1, x2). For every σ and x, (h ◦ h)(σ)(x -term) = x -term
by [28, (15)], [36, (2)]. �

(100) If ρ is x1-omitting and x2-omitting, then (Hom(T, x1, x2))(ρ) = ρ. Pro-
of: Define P[element of T ] ≡ if $1 is x1-omitting and x2-omitting, then
(Hom(T, x1, x2))(the sort of $1)($1) = $1. For every σ, x, and ρ such that
ρ = x -term holds P[ρ]. For every o, p, and ρ such that ρ = o -term p and
for every element τ of T such that τ ∈ rng p holds P[τ ] holds P[ρ] by (22),
(34), [10, (13)], [36, (6)]. P[ρ] from TermAlgebraInd. �

Let us consider Σ, X, T , σ, and x. Let us observe that (the canonical
homomorphism of T )(σ)(x -term) reduces to x -term.

Now we state the propositions:

(101) (The canonical homomorphism of T ) ◦Hom(FΣ(X), x, x1) = Hom(T, x,
x1)◦ (the canonical homomorphism of T ). Proof: Set H = the canonical
homomorphism of T . Set h = Hom(T, x, x1). Set g = Hom(FΣ(X), x, x1).
Define P[element of FΣ(X)] ≡ (H ◦ g)($1) = (h ◦H)($1). For every σ and
x, P[x -term] by [36, (2)], [28, (15)]. For every operation symbol o of Σ
and for every element p of Args(o,FΣ(X)) such that for every element τ
of FΣ(X) such that τ ∈ rng p holds P[τ ] holds P[o -term p] by [10, (13)],
(34), [36, (6)], [52, (29), (25)]. (H ◦ g)(σ) = (h ◦H)(σ). �

(102) Let us consider an element ρ of T from σ. Then (Hom(T, x1, x2))(σ)(ρ) =
((the canonical homomorphism of T ) ◦ Hom(FΣ(X), x1, x2))(σ)(ρ). The
theorem is a consequence of (101).

(103) If x1 6= x2 and τ is x2-omitting, then (Hom(FΣ(X), x1, x2))(τ) is x1-
omitting.Proof: Set T = FΣ(X). Set h = Hom(T, x1, x2). Define P[element
of T ] ≡ if $1 is x2-omitting, then h($1) is x1-omitting. For every σ and x,
P[x -term]. For every o and p such that for every element τ of T such that
τ ∈ rng p holds P[τ ] holds P[o -term p] by (34), [10, (13)], [36, (6)], [12,
(2)]. P[τ ] from TermInd. �

(104) Let us consider a finite subset A of
⋃

(the sorts of FΣ(Y )). Then there
exists y such that for every v such that v ∈ A holds v is y-omitting. Proof:
Define F(element of FΣ(Y )) = vf $1. {F(v) : v ∈ A} is finite from [44,
Sch. 21]. �
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Let us consider Σ, X, and T . We say that T is structure-invariant if and
only if

(Def. 32) Let us consider an element p of Args(o, T ). Suppose (Den(o, T ))(p) =
(Den(o,FΣ(X)))(p). (Den(o, T ))(Hom(T, x1, x2)#p) =
(Den(o,FΣ(X)))(Hom(T, x1, x2)#p).

Now we state the propositions:

(105) Suppose T is structure-invariant. Let us consider an element ρ of T from
σ. Then (Hom(T, x1, x2))(σ)(ρ) = (Hom(FΣ(X), x1, x2))(σ)(ρ). Proof:
Set h = Hom(T, x1, x2). Set g = Hom(FΣ(X), x1, x2). Define P[element
of T ] ≡ h(the sort of $1)($1) = g(the sort of $1)($1). For every σ, x,
and ρ such that ρ = x -term holds P[ρ]. For every o, p, and ρ such that
ρ = o -term p and for every element τ of T such that τ ∈ rng p holds
P[τ ] holds P[ρ] by [10, (13)], (22), [36, (6)], [52, (29), (25)]. P[ρ] from
TermAlgebraInd. �

(106) If T is structure-invariant and x1 6= x2 and ρ is x2-omitting, then
(Hom(T, x1, x2))(ρ) is x1-omitting. Proof: Set h = Hom(T, x1, x2). De-
fine P[element of T ] ≡ if $1 is x2-omitting, then h($1) is x1-omitting.
For every σ, x, and ρ such that ρ = x -term holds P[ρ]. For every o, p,
and ρ such that ρ = o -term p and for every element τ of T such that
τ ∈ rng p holds P[τ ] holds P[ρ] by (22), (34), [10, (13), (41)]. P[ρ] from
TermAlgebraInd. �

(107) SupposeQ is structure-invariant and v is y-omitting. Then (the canonical
homomorphism of Q)(v) is y-omitting. The theorem is a consequence of
(104), (29), (101), (100), (98), and (106).

(108) SupposeQ is structure-invariant. Let us consider an element p of Args(o,Q).
Suppose an element τ of Q. If τ ∈ rng p, then τ is y-omitting. Let us con-
sider an element τ of Q. If τ = (Den(o,Q))(p), then τ is y-omitting. The
theorem is a consequence of (76), (34), and (107).

(109) If Q is structure-invariant and v is y-omitting, then h2(v) is y-omitting.
Proof: Define P[element of FΣ(Y )] ≡ if $1 is y-omitting, then h2($1) is
y-omitting. For every σ and y, P[y -term]. For every o and q such that
for every v such that v ∈ rng q holds P[v] holds P[o -term q] by (34), [10,
(13)], [36, (6)], [12, (2)]. P[v] from TermInd. �

Let us consider a terminating invariant stable many sorted relation R in-
dexed by FΣ(X) with NF-variables and unique normal form property. Now we
state the propositions:

(110) (i) for every element τ of the algebra of normal forms ofR, (Hom(FΣ(X),

x1, x2))(the sort of τ)(τ) = (Hom(the algebra of normal forms of
R, x1, x2))(τ), and

(ii) Hom(FΣ(X), x1, x2) � NForms(R) = Hom(the algebra of normal
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forms of R, x1, x2).
Proof: Set F = FΣ(X). Set T = the algebra of normal forms of R. Set
H3 = Hom(F, x1, x2). Set H2 = Hom(T, x1, x2). Define P[element of T ] ≡
H3(the sort of $1)($1) = H2($1). For every sort symbol σ of Σ and for
every element x of X(σ) and for every element ρ of T such that ρ = x -term
holds P[ρ]. For every operation symbol o of Σ and for every element p of
Args(o,FΣ(X)) and for every element ρ of T such that ρ = o -term p and
for every element τ of T such that τ ∈ rng p holds P[τ ] holds P[ρ] by
(22), (34), [10, (13)], [16, (54)]. (Hom(FΣ(X), x1, x2) � NForms(R))(σ) =
(Hom(the algebra of normal forms of R, x1, x2))(σ) by [27, (49)]. �

(111) Suppose i ∈ dom p and R(Arity(o)i) reduces τ1 to τ2. Then R(the result
sort of o) reduces (Den(o,FΣ(X)))(p +· (i, τ1)) to (Den(o,FΣ(X)))(p +·
(i, τ2)). Proof: Consider ρ being a reduction sequence w.r.t. R(Arity(o)i)
such that ρ(1) = τ1 and ρ(len ρ) = τ2. Define P[natural number] ≡ if
$1 ¬ len ρ, then R(the result sort of o) reduces (Den(o,FΣ(X)))(p+·(i, τ1))
to (Den(o,FΣ(X)))(p +· (i, ρ($1))). For every i such that 1 ¬ i and P[i]
holds P[i+ 1] by [13, (13)], [52, (25)], [32, (87)], [12, (7), (2)]. For every i
such that i ­ 1 holds P[i] from [13, Sch. 8]. �

Now we state the propositions:

(112) Let us consider a terminating invariant stable many sorted relation R

indexed by FΣ(X) with NF-variables and unique normal form property
and τ . Then R(the sort of τ) reduces τ to (the canonical homomorphism
of the algebra of normal forms of R)(τ). Proof: Set T = the algebra of
normal forms of R. Set H = the canonical homomorphism of T . Define
P[element of FΣ(X)] ≡ R(the sort of $1) reduces $1 to H($1). For every o
and p such that for every τ such that τ ∈ rng p holds P[τ ] holds P[o -term p]
by [10, (13)], (34), [16, (54)], [12, (2)]. P[τ ] from TermInd. �

(113) Let us consider a terminating invariant stable many sorted relation R

indexed by FΣ(X) with NF-variables and unique normal form property, o,
and p. ThenR(the result sort of o) reduces o -term p to (Den(o, the algebra
of normal forms of R))((the canonical homomorphism of the algebra of
normal forms of R)#p). The theorem is a consequence of (34) and (112).

(114) Let us consider a terminating invariant stable many sorted relation R

indexed by FΣ(X) with NF-variables and unique normal form property, o,
p, and an element q of Args(o, the algebra of normal forms of R). Suppose
p = q. ThenR(the result sort of o) reduces o -term p to (Den(o, the algebra
of normal forms of R))(q). The theorem is a consequence of (113).

Let us consider Σ and X. Let R be a terminating invariant stable many
sorted relation indexed by FΣ(X) with NF-variables and unique normal form
property. Observe that the algebra of normal forms of R is structure-invariant.

Let us note that there exists a free in itself including Σ-terms over X algebra
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over Σ with all variables and inheriting operations which is structure-invariant.

5. Context vs. Translations

Let us consider Σ, σ1, and σ2. We say that σ2 is σ1-reachable if and only if

(Def. 33) TranslRel(Σ) reduces σ1 to σ2.

One can verify that there exists a sort symbol of Σ which is σ1-reachable.
From now on σ2 denotes a σ1-reachable sort symbol of Σ and g1 denotes a

translation in FΣ(Y ) from σ1 into σ2.
Now we state the proposition:

(115) TranslRel(Σ) reduces σ to the sort of C′. Proof: Define P[element of
FΣ(Z)] ≡ TranslRel(Σ) reduces σ to the sort of $1. P[C′] from ContextInd.
�

Let us consider Σ, X, σ, x, and C. Observe that the sort of C is σ-reachable.
Let us consider σ1, σ2, and g. Let τ be an element of (the sorts of FΣ(X))(σ1).

One can check that the functor g(τ) yields an element of (the sorts of FΣ(X))(σ2).
Let us consider σ, x, and C. We say that C is basic if and only if

(Def. 34) There exists o and there exists p such that C = o -term p and the x-context
in p = x -term.

The functor transl C yielding a function from (the sorts of FΣ(X))(σ) into
(the sorts of FΣ(X))(the sort of C) is defined by

(Def. 35) If the sort of τ = σ, then it(τ) = C[τ ].

Now we state the propositions:

(116) If C = x -term, then transl C = idα(σ), where α is the sorts of FΣ(X).
The theorem is a consequence of (84).

(117) Suppose C′ = o -term k and the z-context in k = z -term and k1 =
k +· (the z-context position in k, l). Then C′[l] = o -term k1. The theorem
is a consequence of (74), (77), (84), and (87).

(118) If C′ is basic, then transl C′ is an elementary translation in FΣ(Z) from
σ into the sort of C′. The theorem is a consequence of (34), (74), (77), and
(117).

(119) Let us consider a finite set V . Suppose

(i) m ∈ dom q, and

(ii) Arity(o)m = σ.

Then there exists y and there exists C1 and there exists q1 such that y 6∈ V
and C1 = o -term q1 and q1 = q+·(m, y -term) and q1 is y-context including
once only and m = the y-context position in q1 and the y-context in q1 =
y -term. Proof: Set y = the element of Y (σ) \ (V ∪ π1(rng(o -term q))).
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Reconsider q1 = q +· (m, y -term) as an element of Args(o,FΣ(Y )). q1 is
y-context including once only by [25, (30), (31), (32)], [52, (25)]. �

(120) Let us consider sort symbols σ1, σ2 of Σ and a finite set V . Suppose

(i) m ∈ dom q, and

(ii) σ1 = Arity(o)m.

Then there exists an element y of Y (σ1) and there exists a context C of
y and there exists q1 such that y 6∈ V and q1 = q +· (m, y -term) and
q1 is y-context including once only and the y-context in q1 = y -term
and C = o -term q1 and m = the y-context position in q1 and transl C =
o
FΣ(Y )
m (q,−). The theorem is a consequence of (119) and (117).

Let us consider Σ, X, τ , and a. One can verify that Coim(τ, a) is finite
sequence-membered.

Now we state the propositions:

(121) Suppose X is nontrivial and the sort of τ = σ. Then Coim(τ, a) ⊆
Coim(C[τ ], a). Proof: Define P[context of x] ≡ for every C such that

C = $1 holds Coim(τ, a) ⊆ Coim(C[τ ], a). P[x -term]. For every o and p

such that p is x-context including once only holds if P[the x-context in p],
then for every context C of x such that C = o -term p holds P[C] by (77),
[36, (6)], [13, (10)], [52, (25)]. P[C] from ContextInd. �

(122) If p is x-context including once only and i ∈ dom p, then pi is not x-
omitting iff pi is x-context.

Let us assume that X is nontrivial and the sort of C = σ1. Now we state the
propositions:

(123) Let us consider an element x1 of X(σ1), a context C1 of x1, and a context
C2 of x. Suppose C2 = C1[C]. If the sort of τ = σ, then C2[τ ] = C1[C[τ ]].
Proof: Define P[context of x1] ≡ for every context C1 of x1 for every
context C2 of x such that C1 = $1 and C2 = C1[C] holds C2[τ ] = C1[C[τ ]].
P[x1 -term]. For every o and for every element w of Args(o,FΣ(X)) such
that w is x1-context including once only holds if P[the x1-context in w],
then for every context C of x1 such that C = o -termw holds P[C] by (77),
[36, (6)], [12, (2), (7)]. P[C1] from ContextInd. �

(124) Let us consider an element x1 of X(σ1), a context C1 of x1, and a context
C2 of x. Suppose C2 = C1[C]. Then transl C2 = transl C1 · transl C. Proof:
Reconsider f = transl C as a function from (the sorts of FΣ(X))(σ) into
(the sorts of FΣ(X))(σ1). transl C2 = transl C1 · f by [28, (15)], (123). �

Now we state the proposition:

(125) There exists y11 and there exists C12 such that the sort of C12 = σ2 and
g1 = transl C12. Proof: Define P[function, sort symbol of Σ, sort symbol
of Σ] ≡ for every finite set V , there exists an element x of Y ($2) and
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there exists a context C of x such that x 6∈ V and the sort of C = $3 and
$1 = transl C. For every σ, P[idα(σ), σ, σ], where α is the sorts of FΣ(Y ).
For every sort symbols σ1, σ2, σ3 of Σ such that TranslRel(Σ) reduces σ1 to
σ2 for every translation τ in FΣ(Y ) from σ1 into σ2 such that P[τ, σ1, σ2]
for every function f such that f is an elementary translation in FΣ(Y )
from σ2 into σ3 holds P[f · τ, σ1, σ3] by [12, (2)], (120), (73), (69). For
every sort symbols σ1, σ2 of Σ such that TranslRel(Σ) reduces σ1 to σ2 for
every translation τ in FΣ(Y ) from σ1 into σ2, P[τ, σ1, σ2] from [12, Sch. 1].
�

The scheme LambdaTerm deals with a non empty non void many sorted
signature Σ and a non-empty many sorted set X indexed by the carrier of
Σ and including Σ-terms over X algebras T1, T2 over Σ with all variables and
inheriting operations and a unary functor F yielding an element of T2 and states
that

(Sch. 5) There exists a many sorted function f from T1 into T2 such that for
every element τ of T1, f(τ) = F(τ)

provided

• for every element τ of T1, the sort of τ = the sort of F(τ).

Now we state the propositions:

(126) There exists an endomorphism g of T such that

(i) (the canonical homomorphism of T ) ◦ h =

g ◦ (the canonical homomorphism of T ), and

(ii) for every element τ of T , g(τ) = (the canonical homomorphism of
T )(h(@τ)).

The theorem is a consequence of (29).

(127) (The canonical homomorphism of T )(h(τ)) =
(the canonical homomorphism of T )(h(@((the canonical homomorphism
of T )(τ)))). The theorem is a consequence of (126) and (29).

6. Context vs. Endomorphism

Let us consider Σ. Let B be a non empty finite sequence of elements of the
carrier of Σ and i be an element of domB. Note that the functor B(i) yields a
sort symbol of Σ. Let us consider X. Let B be a finite sequence of elements of
the carrier of Σ and V be a finite sequence of elements of

⋃
X. We say that V

is B-sorting if and only if

(Def. 36) (i) domV = domB, and

(ii) for every i such that i ∈ domB holds V (i) ∈ X(B(i)).
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Let us observe that there exists a finite sequence of elements of
⋃
X which

is B-sorting.
Let B be a non empty finite sequence of elements of the carrier of Σ. One

can check that every finite sequence of elements of
⋃
X which is B-sorting is

also non empty.
Let V be a B-sorting finite sequence of elements of

⋃
X and i be an element

of domB. Note that the functor V (i) yields an element of X(B(i)). Let B be
a finite sequence of elements of the carrier of Σ and D be a finite sequence of
elements of FΣ(X). We say that D is B-sorting if and only if

(Def. 37) (i) domD = domB, and

(ii) for every i such that i ∈ domB holdsD(i) ∈ (the sorts of FΣ(X))(B(i)).

Note that there exists a finite sequence of elements of FΣ(X) which is B-
sorting.

Let B be a non empty finite sequence of elements of the carrier of Σ. One
can verify that every finite sequence of elements of FΣ(X) which is B-sorting is
also non empty.

LetD be a B-sorting finite sequence of elements of FΣ(X) and i be an element
of domB. Let us note that the functor D(i) yields an element of (the sorts of
FΣ(X))(B(i)). Let V be a B-sorting finite sequence of elements of

⋃
X and F

be a finite sequence of elements of FΣ(X). We say that F is V -context sequence
if and only if

(Def. 38) (i) domF = domB, and

(ii) for every element i of domB, F (i) is a context of V (i).

Let us observe that every finite sequence of elements of FΣ(X) which is
V -context sequence is also non empty.

The scheme FinSeqLambda deals with a non empty finite sequence B and a
unary functor F yielding an object and states that

(Sch. 6) There exists a non empty finite sequence p such that dom p = domB
and for every element i of domB, p(i) = F(i).

The scheme FinSeqRecLambda deals with a non empty finite sequence B and
an object A and a binary functor F yielding a set and states that

(Sch. 7) There exists a non empty finite sequence p such that dom p = domB
and p(1) = A and for every elements i, j of domB such that j = i + 1
holds p(j) = F(i, p(i)).

The scheme FinSeqRec2Lambda deals with a non empty finite sequence B
and a decorated tree A and a binary functor F yielding a decorated tree and
states that

(Sch. 8) There exists a non empty decorated tree yielding finite sequence p such
that dom p = domB and p(1) = A and for every elements i, j of domB
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such that j = i + 1 for every decorated tree d such that d = p(i) holds
p(j) = F(i, d).

Let us consider Σ and X. Let B be a non empty finite sequence of elements
of the carrier of Σ and V be a B-sorting finite sequence of elements of

⋃
X.

One can check that there exists a finite sequence of elements of FΣ(X) which is
V -context sequence.

Let F be a V -context sequence finite sequence of elements of FΣ(X) and i

be an element of domB. One can verify that the functor F (i) yields a context of
V (i). Let V1, V2 be B-sorting finite sequences of elements of

⋃
X. We say that

V2 is V1-omitting if and only if

(Def. 39) rng V1 misses rng V2.

Let D be a B-sorting finite sequence of elements of FΣ(X) and F be a V2-
context sequence finite sequence of elements of FΣ(X). We say that F is (V1,
V2, D)-consequent context sequence if and only if

(Def. 40) Let us consider elements i, j of domB. If i+1 = j, then F (j)[V1(j) -term] =
F (i)[D(i)].

Let V be a B-sorting finite sequence of elements of
⋃
X. We say that V is

D-omitting if and only if

(Def. 41) If τ ∈ rngD, then vf τ misses rng V .

Now we state the proposition:

(128) Let us consider a non empty finite sequence B of elements of the carrier
of Σa B-sorting finite sequence D of elements of FΣ(X)a B-sorting finite
sequence V of elements of

⋃
X. Suppose V is D-omitting. Let us consider

elements b1, b2 of domB. Then D(b1) is (V (b2))-omitting. The theorem is
a consequence of (69).

Let us consider Σ and Y. Let B be a non empty finite sequence of elements of
the carrier of Σ, V be a B-sorting finite sequence of elements of

⋃
Y, and D be a

B-sorting finite sequence of elements of FΣ(Y ). Let us observe that there exists
a B-sorting finite sequence of elements of

⋃
Y which is one-to-one, V -omitting,

and D-omitting.
Let us consider X and τ .
A vf-sequence of τ is a finite sequence and is defined by

(Def. 42) There exists a one-to-one finite sequence f such that

(i) rng f = {ξ, where ξ is an element of dom τ : there exists σ and
there exists x such that τ(ξ) = 〈〈x, σ〉〉}, and

(ii) dom it = dom f , and

(iii) for every i such that i ∈ dom it holds it(i) = τ(f(i)).

Let f be a finite sequence. Let us observe that pr1(f) is finite sequence-like
and pr2(f) is finite sequence-like.

Now we state the propositions:
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(129) Let us consider a vf-sequence f of τ . Then pr2(f) is a finite sequence of
elements of the carrier of Σ.

(130) Let us consider a vf-sequence f of τ and a finite sequence B of elements
of the carrier of Σ. Suppose B = pr2(f). Then pr1(f) is a B-sorting finite
sequence of elements of

⋃
X.

Let f be a non empty finite sequence. One can verify that 1(∈ dom f) reduces
to 1 and (len f)(∈ dom f) reduces to len f .

Now we state the propositions:

(131) Let us consider an element ξ of dom τ . Suppose τ(ξ) = 〈〈x, σ〉〉. Suppose
the sort of τ1 = σ. Then τ with-replacement(ξ, τ1) is an element of FΣ(X)
from the sort of τ . Proof: Define P[element of FΣ(X)] ≡ for every ele-
ment ξ of dom $1 for every x1 and τ such that $1(ξ) = 〈〈x1, σ〉〉 and τ = $1

holds $1 with-replacement(ξ, τ1) is an element of FΣ(X) from the sort of τ .
P[x11 -term] by [20, (3)], [17, (29)]. For every o and p such that for every
τ such that τ ∈ rng p holds P[τ ] holds P[o -term p] by [20, (10)], [13, (12),
(13)], [52, (25)]. P[τ ] from TermInd. �

(132) Suppose X is nontrivial. Let us consider an element ξ of dom C. Suppose
C(ξ) = 〈〈x, σ〉〉. If the sort of τ = σ, then C[τ ] = C with-replacement(ξ, τ).
Proof: Define P[element of FΣ(X)] ≡ for every context C of x such
that C = $1 for every element ξ of dom C such that C(ξ) = 〈〈x, σ〉〉 holds
C[τ ] = C with-replacement(ξ, τ). P[x -term] by [17, (29)], [20, (3)], (84). For
every operation symbol o of Σ and for every element w of Args(o,FΣ(X))
such that w is x-context including once only holds if P[the x-context in
w], then for every context C of x such that C = o -termw holds P[C] by
[20, (10)], [19, (38)], [13, (12), (13)]. P[C] from ContextInd. �

(133) Let us consider finite sequences ξ1, ξ2. Suppose

(i) ξ1 6= ξ2, and

(ii) ξ1, ξ2 ∈ dom τ .

Let us consider sort symbols σ1, σ2 of Σ, an element x1 of X(σ1), and
an element x2 of X(σ2). Suppose τ(ξ1) = 〈〈x1, σ1〉〉. Then ξ1 � ξ2. The
theorem is a consequence of (36).

Let us consider τ , τ1, and an element ξ of dom τ . Now we state the propo-
sitions:

(134) If τ1 = τ with-replacement(ξ, x -term) and τ is x-omitting, then τ1 is a
context of x. Proof: Coim(τ1, 〈〈x, σ〉〉) = {ξ} by [17, (1), (29)], [20, (3)],
[22, (87)]. �

(135) If τ(ξ) = 〈〈x, σ〉〉, then dom τ ⊆ dom(τ with-replacement(ξ, τ1)). The the-
orem is a consequence of (89).

Now we state the propositions:
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(136) Let us consider an element ξ of dom τ . Suppose τ(ξ) = 〈〈x, σ〉〉. Then
dom τ = dom(τ with-replacement(ξ, x1 -term)). Proof: dom τ ⊆ dom
(τ with-replacement(ξ, x1 -term)). dom(τ with-replacement(ξ, x1 -term)) ⊆
dom τ by [17, (29)], [20, (3)]. �

(137) Let us consider trees τ , τ1 and an element ξ of τ .
Then (τ with-replacement(ξ, τ1))�ξ = τ1. The theorem is a consequence
of (1).

(138) Let us consider decorated trees τ , τ1 and a node ξ of τ .
Then (τ with-replacement(ξ, τ1))�ξ = τ1. The theorem is a consequence of
(137).

Let us consider a node ξ of τ . Now we state the propositions:

(139) If τ1 = τ�ξ, then h(τ)�ξ = h(τ1). Proof: Define P[element of FΣ(X)] ≡
for every node ξ of $1 for every τ1 such that τ1 = $1�ξ holds h($1)�ξ = h(τ1)
and ξ ∈ dom(h($1)). P[x -term] by [17, (29)], [20, (3)], [21, (1)], [17, (22)].
For every o and p such that for every τ such that τ ∈ rng p holds P[τ ]
holds P[o -term p] by [20, (11)], [21, (1)], [17, (22)], [21, (3)]. P[τ ] from
TermInd. �

(140) If τ(ξ) = 〈〈x, σ〉〉, then τ�ξ = x -term. The theorem is a consequence of
(36).

Now we state the propositions:

(141) Let us consider trees τ , τ1 and elements ξ, ν of τ . Suppose

(i) ξ 6⊆ ν, and

(ii) ν 6⊆ ξ.

Then (τ with-replacement(ξ, τ1))�ν = τ�ν. The theorem is a consequence
of (2) and (5).

(142) Let us consider decorated trees τ , τ1 and nodes ξ, ν of τ . Suppose

(i) ξ 6⊆ ν, and

(ii) ν 6⊆ ξ.

Then (τ with-replacement(ξ, τ1))�ν = τ�ν. The theorem is a consequence
of (141) and (5).

(143) If τ ⊆ τ1, then τ = τ1. Proof: Define P[element of FΣ(X)] ≡ for every
τ1 such that $1 ⊆ τ1 holds $1 = τ1. P[x -term] by [17, (22)], [30, (2)], [20,
(3)], (36). For every o and p such that for every τ such that τ ∈ rng p
holds P[τ ] holds P[o -term p] by [17, (22)], [30, (2)], (36), [20, (3)]. P[τ ]
from TermInd. �

(144) Let us consider an endomorphism h of FΣ(X). Then

(i) dom τ ⊆ dom(h(τ)), and



152 grzegorz bancerek

(ii) for every I such that I = {ξ, where ξ is an element of dom τ : there
exists σ and there exists x such that τ(ξ) = 〈〈x, σ〉〉} holds τ�(dom τ\
I) = h(τ)�(dom τ \ I).

Proof: Define P[element of FΣ(X)] ≡ dom $1 ⊆ dom(h($1)) and for
every I such that I = {ξ, where ξ is an element of dom $1 : there exists
σ and there exists x such that $1(ξ) = 〈〈x, σ〉〉} holds $1�(dom $1 \ I) =
h($1)�(dom $1 \I). P[x -term] by [17, (22)], [20, (3)], [17, (29)]. For every o
and p such that for every τ such that τ ∈ rng p holds P[τ ] holds P[o -term p]
by (34), [10, (13)], [20, (11)], [17, (22)]. P[τ ] from TermInd. �

(145) Suppose I = {ξ, where ξ is an element of dom τ : there exists σ and
there exists x such that τ(ξ) = 〈〈x, σ〉〉}. Let us consider a node ξ of h(τ).

Then

(i) ξ ∈ dom τ \ I, or

(ii) there exists an element ν of dom τ such that ν ∈ I and there exists
a node µ of h(τ)�ν such that ξ = ν a µ.

Proof: Define P[element of FΣ(X)] ≡ for every I such that I = {ξ, where
ξ is an element of dom $1 : there exists σ and there exists x such that
$1(ξ) = 〈〈x, σ〉〉} for every node ξ of h($1), ξ ∈ dom $1 \ I or there exi-
sts an element ν of dom $1 such that ν ∈ I and there exists a node µ of
h($1)�ν such that ξ = νaµ. P[x -term] by [17, (22)], [20, (3)], [21, (1)]. For
every o and p such that for every τ such that τ ∈ rng p holds P[τ ] holds
P[o -term p] by (34), [10, (13)], [20, (11)], [17, (22)]. P[τ ] from TermInd.
�

(146) Let us consider an endomorphism h of FΣ(Y )a one-to-one finite sequence
g of elements of dom v. Suppose

(i) rng g = {ξ, where ξ is an element of dom v : there exists σ and
there exists y such that v(ξ) = 〈〈y, σ〉〉}, and

(ii) dom v ⊆ dom v1, and

(iii) v�(dom v \ rng g) = v1�(dom v \ rng g), and

(iv) for every i such that i ∈ dom g holds h(v)�(gi qua node of v) =
v1�(gi qua node of v).

Then h(v) = v1. Proof: h(v)�(dom v \ rng g) = v1�(dom v \ rng g). h(v) ⊆
v1 by [27, (1)], (145), [27, (49)], (144). �

(147) Let us consider an endomorphism h of FΣ(Y ) and a vf-sequence f of
v. Suppose f 6= ∅. Then there exists a non empty finite sequence B of
elements of the carrier of Σ and there exists a B-sorting finite sequence
V1 of elements of

⋃
Y such that domB = dom f and B = pr2(f) and

V1 = pr1(f) and there exists a B-sorting finite sequence D of elements
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of FΣ(Y ) and there exists a V1-omitting D-omitting B-sorting finite se-
quence V2 of elements of

⋃
Y such that for every element i of domB,

D(i) = h(V1(i) -term) and there exists a V2-context sequence finite se-
quence F of elements of FΣ(Y ) such that F is (V1, V2, D)-consequent
context sequence and F (1(∈ domB))[V1(1(∈ domB)) -term] = v and
h(v) = F ((lenB)(∈ domB))[D((lenB)(∈ domB))]. Proof: Reconsider
B = pr2(f) as a non empty finite sequence of elements of the carrier of Σ.
Consider g being a one-to-one finite sequence such that rng g = {ξ, where
ξ is an element of dom v : there exists σ and there exists y such that
v(ξ) = 〈〈y, σ〉〉} and dom f = dom g and for every i such that i ∈ dom f

holds f(i) = v(g(i)). rng g ⊆ dom v. Reconsider V1 = pr1(f) as a B-
sorting finite sequence of elements of

⋃
Y. Define F(element of domB) =

h(V1($1) -term). Consider D being a non empty finite sequence such that
domD = domB and for every element i of domB, D(i) = F(i) from Fin-
SeqLambda. D is a finite sequence of elements of FΣ(Y ). D is B-sorting. Set
V2 = the one-to-one V1-omitting D-omitting B-sorting finite sequence of
elements of

⋃
Y. Define H(element of domB, decorated tree) = ($2 with-

replacement(((g$1 qua element of dom v) qua finite sequence of elements
of N), D($1))) with-replacement(((g$1+1 qua element of dom v) qua finite
sequence of elements of N), the root tree of 〈〈V2($1 + 1), B($1 + 1)〉〉). Con-
sider F being a non empty decorated tree yielding finite sequence such
that domF = domB and F (1) = vwith-replacement(((g1 qua element
of dom v) qua finite sequence of elements of N), the root tree of 〈〈V2(1),
B(1)〉〉) and for every elements i, j of domB such that j = i+ 1 for every
decorated tree d such that d = F (i) holds F (j) = H(i, d) from FinSe-
qRec2Lambda. rngF ⊆

⋃
(the sorts of FΣ(Y )) by (131), [22, (87)], [20,

(3)], (133). Define Q[natural number] ≡ for every element b of domB such
that $1 = b holds F (b) is a context of V2(b) and dom v ⊆ dom(F (b))
and F (b)(gb) = 〈〈V2(b), B(b)〉〉 and for every element b1 of domB such that
b1 > b holds Fb is (V2(b1))-omitting and F (b)(gb1) = 〈〈V1(b1), B(b1)〉〉. Q[1]
by [27, (102)], (134), (135), [22, (87)]. For every i such that 1 ¬ i and Q[i]
holds Q[i+ 1] by [52, (25)], [13, (13)], [27, (102)], (132). For every i such
that i ­ 1 holds Q[i] from [13, Sch. 8]. F is V2-context sequence by [52,
(25)]. F is (V1, V2, D)-consequent context sequence by [52, (25)], [13, (12),
(13)], (132). Set b = 1(∈ domB). Reconsider ν = gb, ξ = glenB as a node
of v. Consider µ being a node of v such that ν = µ and there exists σ and
there exists y such that v(µ) = 〈〈y, σ〉〉. dom(F (b)) = dom v. Reconsider
τ = V1(b) -term as an element of FΣ(Y ). Consider µ being a finite sequ-
ence of elements of N such that µ ∈ dom(V2(b) -term) and ν = ν a µ and
F (b)(ν) = V2(b) -term(µ). F (b)[τ ] = F (b) with-replacement(ν, τ). Define
Σ[natural number] ≡ for every elements b, b1 of domB such that $1 = b

and b1 ¬ b holds (F (b)[D(b)])�(gb1 qua node of v) = h(v)�(gb1 qua node of
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v) and (F (b)[D(b)])�(dom v \ rng g) = v�(dom v \ rng g). Σ[1] by [52, (25)],
(132), (138), (140). For every i such that i ­ 1 and Σ[i] holds Σ[i + 1]
by [52, (25)], [13, (13)], (132), (135). Set b = (lenB)(∈ domB). Set v1 =
F (b)[D(b)]. For every i such that i ­ 1 holds Σ[i] from [13, Sch. 8]. v1 =
F (b) with-replacement((gb qua node of v), D(b)). dom(F (b)) ⊆ dom v1. �
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1. Preliminaries

Let us consider real numbers x, y, z, w. Now we state the propositions:

(1) If |x− y| < |z − w|, then (x− y)2 < (z − w)2.

(2) If |x− y| < |z−w| and x+ y = z+w, then x · y > z ·w. The theorem is
a consequence of (1).

Let f be a real-valued finite sequence. We introduce f is positive as a syno-
nym of f is positive yielding.

Observe that f is positive if and only if the condition (Def. 1) is satisfied.

(Def. 1) Let us consider a natural number n. If n ∈ dom f , then f(n) > 0.

Note that there exists a real-valued finite sequence which is non empty,
constant, and positive and there exists a real-valued finite sequence which is
non empty, non constant, and positive.

Let f be a non empty real-valued finite sequence and n be a natural number.
One can verify that f� Seg n is real-valued.

Let f be a positive non empty real-valued finite sequence. Let us note that
f� Seg n is positive.

Let f be a finite sequence. We introduce f is homogeneous as a synonym of
f is constant.

Let f be a finite sequence. We introduce f is heterogeneous as an antonym
of f is homogeneous.

Let us consider real-valued finite sequences R1, R2. Now we state the pro-
positions:

(3) Suppose lenR1 = lenR2 and for every natural number j such that j ∈
Seg lenR1 holds R1(j) ¬ R2(j) and there exists a natural number j such
that j ∈ Seg lenR1 and R1(j) < R2(j). Then

∑
R1 <

∑
R2.

(4) If R1 and R2 are fiberwise equipotent, then
∏
R1 =

∏
R2. Proof: Define

P[natural number] ≡ for every finite sequences f , g of elements of R such
that f and g are fiberwise equipotent and len f = $1 holds

∏
f =

∏
g.

For every natural number n such that P[n] holds P[n + 1] by [2, (75)],
[3, (13)], [24, (25)], [8, (10), (4), (5)]. P[0] by [16, (3)]. For every natural
number n, P[n] from [3, Sch. 2]. �

2. Arithmetic Mean and Geometric Mean

Let f be a real-valued finite sequence. The functor Mean f yielding a real
number is defined by the term

(Def. 2)
∑
f

len f .

Let f be a positive real-valued finite sequence. The functor GMean f yielding
a real number is defined by the term
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(Def. 3) len f
√∏

f .

Let us consider a real-valued finite sequence f . Now we state the proposi-
tions:

(5)
∑
f = len f ·Mean f .

(6) Mean(f a 〈Mean f〉) = Mean f . The theorem is a consequence of (5).

Let f be a non empty constant real-valued finite sequence. Observe that the
value of f is real.

Let us consider a non empty constant real-valued finite sequence f . Now we
state the propositions:

(7)
∑
f = (the value of f) · len f .

(8)
∏
f = (the value of f)len f .

(9) Mean f = the value of f . The theorem is a consequence of (7).

Let us consider a non empty constant positive real-valued finite sequence f .
Now we state the propositions:

(10) The value of f > 0.

(11) GMean f = the value of f . The theorem is a consequence of (10) and
(8).

Let f be a non empty positive real-valued finite sequence. Observe that
Mean f is positive.

Let us note that
∏
f is positive.

Let f be a positive non empty real-valued finite sequence. Note that GMean f
is positive.

3. Heterogeneity of a Finite Sequence

Let f be a real-valued finite sequence. The functor HetSet f yielding a subset
of N is defined by the term

(Def. 4) {n, where n is a natural number : n ∈ dom f and f(n) 6= Mean f}.

One can verify that HetSet f is finite.
Let f be a positive non empty real-valued finite sequence. Let us observe

that HetSet f is upper bounded lower bounded and real-membered.
Let f be a real-valued finite sequence. The functor Het f yielding a natural

number is defined by the term

(Def. 5) HetSet f .

Now we state the propositions:

(12) Let us consider a real-valued finite sequence f . If Het f = 0, then f is
homogeneous.

(13) Let us consider a non empty real-valued finite sequence f . If Het f 6= 0,
then f is heterogeneous. The theorem is a consequence of (9).
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Let f be a heterogeneous positive non empty real-valued finite sequence.
Note that HetSet f is non empty.

Now we state the proposition:

(14) Let us consider a non empty homogeneous positive real-valued finite
sequence f . Then Mean f = GMean f . The theorem is a consequence of
(9) and (11).

Let f1, f2 be real-valued finite sequences. We say that f1 and f2 are γ-
equivalent if and only if

(Def. 6) (i) len f1 = len f2, and

(ii) Mean f1 = Mean f2.

One can check that the predicate is reflexive and symmetric.
Now we state the proposition:

(15) Let us consider real-valued finite sequences f1, f2. Suppose

(i) dom f1 = dom f2, and

(ii)
∑
f1 =

∑
f2.

Then f1 and f2 are γ-equivalent.

Let f be a real-valued finite sequence. The functors: MeanLess f and
MeanMore f yielding subsets of N are defined by terms,

(Def. 7) {n, where n is a natural number : n ∈ dom f and f(n) < Mean f},

(Def. 8) {n, where n is a natural number : n ∈ dom f and f(n) > Mean f},

respectively.
Let us consider a real-valued finite sequence f . Now we state the proposi-

tions:

(16) HetSet f ⊆ dom f .

(17) MeanLess f ⊆ dom f .

(18) MeanMore f ⊆ dom f .

(19) HetSet f = MeanLess f ∪MeanMore f .

Let f be a heterogeneous real-valued finite sequence. One can verify that
MeanLess f is non empty and MeanMore f is non empty.

Let f be a homogeneous real-valued finite sequence.
Let us note that MeanLess f is empty and MeanMore f is empty.
Let us consider a heterogeneous non empty real-valued finite sequence f .

Now we state the propositions:

(20) MeanLess f misses MeanMore f .

(21) Het f ­ 2. The theorem is a consequence of (19) and (20).
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4. Auxiliary Replacement Function

Let f be a function, i, j be natural numbers, and a, b be objects. The functor
Replace(f, i, j, a, b) yielding a function is defined by the term

(Def. 9) (f +· (i, a)) +· (j, b).
Now we state the proposition:

(22) Let us consider a finite sequence f , natural numbers i, j, and objects a,
b. Then dom Replace(f, i, j, a, b) = dom f .

Let f be a real-valued finite sequence, i, j be natural numbers, and a, b be
real numbers. Let us observe that Replace(f, i, j, a, b) is real-valued and finite
sequence-like.

Now we state the propositions:

(23) Let us consider a real-valued finite sequence w, a real number r, and a
natural number i. Suppose i ∈ domw. Then w +· (i, r) = ((w�(i −′ 1)) a

〈r〉) a w�i.
(24) Let us consider a real-valued finite sequence f , a natural number i, and

a real number a. If i ∈ dom f , then
∑

(f +· (i, a)) =
∑
f − f(i) + a. The

theorem is a consequence of (23).

(25) Let us consider a positive real-valued finite sequence f , a natural number

i, and a real number a. Suppose i ∈ dom f . Then
∏

(f +· (i, a)) =
∏
f ·a
f(i) .

The theorem is a consequence of (23).

(26) Let us consider a real-valued finite sequence f , natural numbers i, j, and
real numbers a, b. Suppose

(i) i, j ∈ dom f , and

(ii) i 6= j.

Then
∑

Replace(f, i, j, a, b) =
∑
f − f(i) − f(j) + a + b. The theorem is

a consequence of (24).

(27) Let us consider a positive real-valued finite sequence f , natural numbers
i, j, and positive real numbers a, b. Suppose

(i) i, j ∈ dom f , and

(ii) i 6= j.

Then
∏

Replace(f, i, j, a, b) =
∏
f ·a·b

f(i)·f(j) . Proof: For every natural number
n such that n ∈ dom(f +· (i, a)) holds (f +· (i, a))(n) > 0 by [6, (30), (31),

(32)].
∏

Replace(f, i, j, a, b) =
∏
(f+·(i,a))·b
(f+·(i,a))(j) . �

(28) Let us consider a real-valued finite sequence f and natural numbers i, j.
Suppose

(i) i, j ∈ dom f , and
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(ii) i 6= j.

Then f and Replace(f, i, j,Mean f, (f(i)+f(j)−Mean f)) are γ-equivalent.
The theorem is a consequence of (22) and (26).

(29) Let us consider a real-valued finite sequence f , natural numbers i, j, k,
and real numbers a, b. Suppose

(i) i, j, k ∈ dom f , and

(ii) i 6= j, and

(iii) k 6= i, and

(iv) k 6= j.

Then (Replace(f, i, j, a, b))(k) = f(k).

Let us consider a finite sequence f , natural numbers i, j, and objects a, b.
Let us assume that i, j ∈ dom f and i 6= j. Now we state the propositions:

(30) (Replace(f, i, j, a, b))(j) = b.

(31) (Replace(f, i, j, a, b))(i) = a.

Now we state the propositions:

(32) Let us consider a real-valued finite sequence f and natural numbers i, j.
Suppose

(i) i, j ∈ dom f , and

(ii) i 6= j, and

(iii) f(i) 6= Mean f , and

(iv) f(j) 6= Mean f .

Then Het f > Het Replace(f, i, j,Mean f, (f(i) + f(j) − Mean f)). The
theorem is a consequence of (28), (31), (22), and (29).

(33) Let us consider positive non empty real-valued finite sequences f , g.
Suppose

(i) len f = len g, and

(ii)
∏
f <
∏
g.

Then GMean f < GMean g.

(34) Let us consider a positive heterogeneous non empty real-valued finite
sequence f . Then there exist natural numbers i, j such that

(i) i, j ∈ dom f , and

(ii) i 6= j, and

(iii) f(i) < Mean f < f(j).

Let us consider a positive heterogeneous non empty real-valued finite sequ-
ence f and natural numbers i, j. Now we state the propositions:
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(35) If i, j ∈ dom f and i 6= j and f(i) > Mean f , then Replace(f, i, j,Mean f,
(f(i) + f(j)−Mean f)) is positive. The theorem is a consequence of (22),
(31), (30), and (29).

(36) If i, j ∈ dom f and i 6= j and f(j) > Mean f , then Replace(f, i, j,Mean f,
(f(i) + f(j)−Mean f)) is positive. The theorem is a consequence of (22),
(31), (30), and (29).

Now we state the propositions:

(37) Let us consider a positive heterogeneous non empty real-valued finite
sequence f . Then there exist natural numbers i, j such that

(i) i, j ∈ dom f , and

(ii) i 6= j, and

(iii) there exists a positive non empty real-valued finite sequence g such
that g = Replace(f, i, j,Mean f, (f(i)+f(j)−Mean f)) and GMean f <
GMean g.

The theorem is a consequence of (34), (22), (35), (27), and (33).

(38) Let us consider a heterogeneous non empty real-valued finite sequence f
and natural numbers i, j. Suppose

(i) i = the element of MeanLess f , and

(ii) j = the element of MeanMore f .

Then

(iii) i, j ∈ dom f , and

(iv) i 6= j, and

(v) f(i) < Mean f , and

(vi) f(j) > Mean f .

(39) Let us consider a heterogeneous positive non empty real-valued finite
sequence f and objects i, j. Suppose

(i) i ∈ MeanLess f , and

(ii) j ∈ MeanMore f .

Then

(iii) i, j ∈ dom f , and

(iv) i 6= j, and

(v) f(i) < Mean f , and

(vi) f(j) > Mean f .

Let us consider a positive heterogeneous non empty real-valued finite sequ-
ence f and natural numbers i, j. Now we state the propositions:
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(40) Suppose i, j ∈ dom f and i 6= j and i ∈ MeanMore f and j ∈ MeanLess f .
Then there exists a positive non empty real-valued finite sequence g such
that

(i) g = Replace(f, i, j,Mean f, (f(i) + f(j)−Mean f)), and

(ii) GMean f < GMean g.

The theorem is a consequence of (39), (22), (35), (27), and (33).

(41) Suppose i, j ∈ dom f and i 6= j and j ∈ MeanMore f and i ∈ MeanLess f .
Then there exists a positive non empty real-valued finite sequence g such
that

(i) g = Replace(f, i, j,Mean f, (f(i) + f(j)−Mean f)), and

(ii) GMean f < GMean g.

The theorem is a consequence of (39), (22), (36), (27), and (33).

5. Homogenization of a Finite Sequence

Let f be a heterogeneous positive non empty real-valued finite sequence.
The functor Homogen f yielding a real-valued finite sequence is defined by

(Def. 10) There exist natural numbers i, j such that

(i) i = the element of MeanLess f , and

(ii) j = the element of MeanMore f , and

(iii) it = Replace(f, i, j,Mean f, (f(i) + f(j)−Mean f)).

Now we state the proposition:

(42) Let us consider a heterogeneous positive non empty real-valued finite
sequence f . Then dom Homogen f = dom f . The theorem is a consequence
of (22).

Let f be a heterogeneous positive non empty real-valued finite sequence.
Note that Homogen f is non empty.

Observe that Homogen f is positive.
Let us consider a heterogeneous positive non empty real-valued finite sequ-

ence f . Now we state the propositions:

(43) Het Homogen f < Het f . The theorem is a consequence of (38) and (32).

(44) Homogen f and f are γ-equivalent. The theorem is a consequence of (38)
and (28).

(45) GMean Homogen f > GMean f . The theorem is a consequence of (39)
and (41).
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6. Cauchy Mean Theorem

Now we state the proposition:

(46) Let us consider a heterogeneous positive non empty real-valued finite
sequence f . Then there exists a non empty homogeneous positive real-
valued finite sequence g such that

(i) GMean g > GMean f , and

(ii) Mean g = Mean f .

Proof: Define P[natural number] ≡ there exists a positive non empty
real-valued finite sequence g such that Het g = $1 and Mean f = Mean g
and GMean g > GMean f and Het g < Het f . There exists a natural num-
ber k such that P[k]. For every natural number k such that k 6= 0 and
P[k] there exists a natural number n such that n < k and P[n]. P[0] from
[3, Sch. 7]. �

Now we state the proposition:

(47) Inequality of arithmetic and geometric means:
Let us consider a non empty positive real-valued finite sequence f . Then
GMean f ¬ Mean f . The theorem is a consequence of (14), (13), and (46).
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The notation and terminology used in this paper have been introduced in the
following articles: [2], [3], [5], [1], [11], [10], and [4].

1. Tarski’s Geometry Axioms

We consider Tarski planes which extend 1-sorted structures and are systems

〈〈a carrier, a betweenness, an equidistance〉〉

where the carrier is a set, the betweenness is a relation between (the carrier)×
(the carrier) and the carrier, the equidistance is a relation between (the carrier)×
(the carrier) and (the carrier)× (the carrier).

Let S be a Tarski plane.
A point of S is an element of S. Let A, B, C be points of S. We say that

B lies between A and C if and only if

(Def. 1) 〈〈〈〈A, B〉〉, C〉〉 ∈ the betweenness of S.

Let A, B, C, D be points of S. We say that AB ∼= CD if and only if

(Def. 2) 〈〈〈〈A, B〉〉, 〈〈C, D〉〉〉〉 ∈ the equidistance of S.

Let A, B, C, X, Y, Z be points of S. We say that 4ABC ∼= 4XY Z if and
only if

(Def. 3) (i) AB ∼= XY , and

(ii) AC ∼= XZ, and

(iii) BC ∼= Y Z.

Let A, B, C, D be points of S. We say that A, B, C, D are ordered if and
only if

(Def. 4) (i) B lies between A and C, and

(ii) B lies between A and D, and

(iii) C lies between A and D, and

(iv) C lies between B and D.

We say that S satisfies the axiom of congruence symmetry if and only if

(Def. 5) Let us consider points A, B of S. Then AB ∼= BA.

We say that S satisfies the axiom of congruence equivalence relation if and
only if

(Def. 6) Let us consider points A, B, P , Q, R, S of S. Suppose

(i) AB ∼= PQ, and

(ii) AB ∼= RS.

Then PQ ∼= RS.

We say that S satisfies the axiom of congruence identity if and only if
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(Def. 7) Let us consider points A, B, C of S. If AB ∼= CC, then A = B.

We say that S satisfies the axiom of segment construction if and only if

(Def. 8) Let us consider points A, Q, B, C of S. Then there exists a point X of
S such that

(i) A lies between Q and X, and

(ii) AX ∼= BC.

We say that S satisfies the axiom of SAS if and only if

(Def. 9) Let us consider points A, B, C, X, A1, B1, C1, X1 of S. Suppose

(i) A 6= B, and

(ii) 4ABC ∼= 4A1B1C1, and

(iii) B lies between A and X, and

(iv) B1 lies between A1 and X1, and

(v) BX ∼= B1X1.

Then CX ∼= C1X1.

We say that S satisfies the axiom of betweenness identity if and only if

(Def. 10) Let us consider points A, B of S. If B lies between A and A, then A = B.

We say that S satisfies the axiom of Pasch if and only if

(Def. 11) Let us consider points A, B, P , Q, Z of S. Suppose

(i) P lies between A and Z, and

(ii) Q lies between B and Z.

Then there exists a point X of S such that

(iii) X lies between P and B, and

(iv) X lies between Q and A.

We say that S satisfies seven Tarski’s geometry axioms if and only if

(Def. 12) S satisfies the axiom of congruence symmetry, the axiom of congruence
equivalence relation, the axiom of congruence identity, the axiom of seg-
ment construction, the axiom of SAS, the axiom of betweenness identity,
and the axiom of Pasch.

2. Existence Proofs for Tarski Plane

We consider metric Tarski structures which extend metric structures and
Tarski planes and are systems

〈〈a carrier, a distance, a betweenness, an equidistance〉〉
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where the carrier is a set, the distance is a function from (the carrier)×(the car-
rier) into R, the betweenness is a relation between (the carrier) × (the carrier)
and the carrier, the equidistance is a relation between (the carrier)×(the carrier)
and (the carrier)× (the carrier).

Let M be a metric structure.
A Tarski extension of M is a metric Tarski structure and is defined by

(Def. 13) The metric structure of it = the metric structure of M.

Let M be a non empty metric structure. One can check that every Tarski
extension of M is non empty.

Let M be a non empty reflexive metric structure. Observe that every Tarski
extension of M is reflexive.

Let M be a non empty discernible metric structure. Note that every Tarski
extension of M is discernible.

Let M be a non empty symmetric metric structure. One can verify that
every Tarski extension of M is symmetric.

Let M be a non empty triangle metric structure. Observe that every Tarski
extension of M is triangle.

Let S be a metric structure and P , Q, R be elements of S. We say that Q
is between P and R if and only if

(Def. 14) ρ(P,R) = ρ(P,Q) + ρ(Q,R).

Let M be a metric Tarski structure. We say that M is naturally generated
if and only if

(Def. 15) (i) for every points A, B, C of M, B lies between A and C iff B is
between A and C, and

(ii) for every points A, B, C, D of M, AB ∼= CD iff ρ(A,B) = ρ(C,D).

Now we state the proposition:

(1) Let us consider metric structures M, N, elements X, Y of M, and ele-
ments A, B of N. Suppose

(i) the metric structure of M = the metric structure of N, and

(ii) X = A, and

(iii) Y = B.

Then ρ(X,Y ) = ρ(A,B).

Let N be a non empty metric structure. Let us note that there exists a
Tarski extension of N which is naturally generated and there exists a metric
space which is trivial and non empty.

The functor TrivialTarskiSpace yielding a metric Tarski structure is defined
by the term

(Def. 16) The naturally generated Tarski extension of the trivial non empty metric
space.
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Note that TrivialTarskiSpace is trivial and non empty.
Now we state the proposition:

(2) Let us consider a trivial non empty metric space M and elements A, B,
C of M. Then A is between B and C.

Let us observe that TrivialTarskiSpace satisfies the axiom of congruence
symmetry, the axiom of congruence equivalence relation, the axiom of congru-
ence identity, the axiom of segment construction, the axiom of SAS, the axiom
of betweenness identity, and the axiom of Pasch and TrivialTarskiSpace satis-
fies seven Tarski’s geometry axioms and there exists a Tarski plane which is
non empty and satisfies seven Tarski’s geometry axioms and every Tarski pla-
ne which satisfies the axiom of congruence symmetry, the axiom of congruence
equivalence relation, the axiom of congruence identity, the axiom of segment
construction, the axiom of SAS, the axiom of betweenness identity, and the
axiom of Pasch satisfies also seven Tarski’s geometry axioms and every Tarski
plane which satisfies seven Tarski’s geometry axioms satisfies also the axiom of
congruence symmetry, the axiom of congruence equivalence relation, the axiom
of congruence identity, the axiom of segment construction, the axiom of SAS,
the axiom of betweenness identity, and the axiom of Pasch.

3. Proofs of Basic Properties

From now on S denotes Tarski plane and A, B, C, D, E, F , O, P , Q, R, S,
V , W , U , X, Y, Z, A′, B′, C ′, D′, X ′, Y ′, Z denote points of S.

Now we state the propositions:

(3) AB ∼= BA.

(4) If AB ∼= PQ and AB ∼= RS, then PQ ∼= RS.

(5) If AB ∼= CC, then A = B.

(6) There exists X such that

(i) A lies between Q and X, and

(ii) AX ∼= BC.

(7) Suppose A 6= B and 4ABC ∼= 4A′B′C ′ and B lies between A and X

and B′ lies between A′ and X ′ and BX ∼= B′X ′. Then CX ∼= C ′X ′.

(8) If B lies between A and A, then A = B.

(9) If P lies between A and Z and Q lies between B and Z, then there exists
X such that X lies between P and B and X lies between Q and A.

(10) AB ∼= AB. The theorem is a consequence of (3) and (4).

(11) If AB ∼= CD, then CD ∼= AB. The theorem is a consequence of (10)
and (4).



172 william richter, adam grabowski, and jesse alama

(12) If AB ∼= PQ and PQ ∼= RS, then AB ∼= RS. The theorem is a consequ-
ence of (11) and (4).

(13) (i) A lies between A and A, and

(ii) AA ∼= BB.
The theorem is a consequence of (6) and (5).

(14) A lies between Q and A. The theorem is a consequence of (6) and (5).

(15) If A 6= B and B lies between A and X and B lies between A and Y

and BX ∼= BY , then X = Y. The theorem is a consequence of (10), (5),
and (7).

(16) If P lies between A and Z, then P lies between Z and A. The theorem
is a consequence of (14), (9), and (8).

(17) A lies between A and Q.

(18) If B lies between A and C and A lies between B and C, then A = B.
The theorem is a consequence of (9) and (8).

(19) If B lies between A and D and C lies between B and D, then B lies
between A and C. The theorem is a consequence of (9), (8), and (16).

Let us assume that B 6= C and B lies between A and C and C lies between
B and D. Now we state the propositions:

(20) C lies between A and D. The theorem is a consequence of (6), (16), (19),
and (15).

(21) A, B, C, D are ordered. The theorem is a consequence of (20) and (16).

Let us assume that B lies between A and D and C lies between B and D.
Now we state the propositions:

(22) A, B, C, D are ordered. The theorem is a consequence of (14), (19),
and (21).

(23) A, B, C, D are ordered. The theorem is a consequence of (19), (14),
(17), and (21).

Now we state the propositions:

(24) If B lies between A and C and B′ lies between A′ and C ′ and AB ∼= A′B′

and BC ∼= B′C ′, then AC ∼= A′C ′. The theorem is a consequence of (3),
(12), (5), (11), (13), and (7).

(25) If AB ∼= CD, then BA ∼= DC. The theorem is a consequence of (3)
and (12).

(26) If A 6= B and B lies between A and X and B lies between A and Y and
AX ∼= AY , then X = Y. The theorem is a consequence of (6), (11), (5),
(16), (21), and (15).

(27) If B lies between A and C and B′ lies between A′ and C ′ and AB ∼= A′B′

and AC ∼= A′C ′, then BC ∼= B′C ′. The theorem is a consequence of (5),
(11), (6), (24), (12), and (26).
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(28) If O 6= A, then there exists X and there exists Y such that O lies between
B and X and O lies between A and Y and4XY O ∼= 4ABO. The theorem
is a consequence of (6), (25), (3), (11), (16), and (7).

(29) If B lies between A and C and C lies between A and D, then A, B, C,
D are ordered. The theorem is a consequence of (16) and (23).

(30) If A 6= B and B lies between A and C and B lies between A and D,
then there exists X such that A, B, C, X are ordered and A, B, D, X are
ordered. The theorem is a consequence of (6), (29), (16), (3), (12), (11),
(24), and (15).

(31) If A 6= B and B lies between A and C and B lies between A and D and
B 6= C and B 6= D, then B does not lie between C and D. The theorem
is a consequence of (30), (21), and (18).

(32) Suppose 4ABC ∼= 4A′B′C ′ and X lies between A and C and X ′ lies
between A′ and C ′ and CX ∼= C ′X ′. Then BX ∼= B′X ′. The theorem is a
consequence of (5), (11), (8), (6), (12), (25), (7), (16), and (19).

(33) Suppose C lies between B and D′ and D lies between B and C ′ and
CD′ ∼= CD and DC ′ ∼= CD and D′C ′ ∼= CD. Then there exists E such
that

(i) E lies between C and C ′, and

(ii) E lies between D and D′, and

(iii) CE ∼= C ′E, and

(iv) DE ∼= D′E.

The theorem is a consequence of (16), (9), (11), (10), (12), (32), and (3).

(34) Suppose E lies between D and D′ and CD′ ∼= CD and DE ∼= D′E and
C 6= D and E 6= D. Then there exists P and there exists R and there
exists Q such that R lies between P and Q and C lies between R and D′

and C lies between E and P and 4RCP ∼= 4RCQ and RC ∼= EC and
PR ∼= DE. The theorem is a consequence of (11), (5), (28), (12), (6), (16),
(25), (7), and (10).

(35) If A 6= B and B lies between A and C and AP ∼= AQ and BP ∼= BQ,
then CP ∼= CQ. The theorem is a consequence of (10), (7), and (25).

(36) If X lies between A and C and AP ∼= AQ and CP ∼= CQ, then XP ∼=
XQ. The theorem is a consequence of (10), (25), and (32).

(37) If A 6= B and B lies between A and C and B lies between A and D,
then D lies between B and C or C lies between B and D. The theorem is
a consequence of (17), (14), (6), (29), (5), (11), (8), (21), (16), (3), (12),
(24), (15), (25), (7), (33), (34), (35), and (36).

Let us consider S, A, B, and C. We say that A, B and C are collinear if
and only if
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(Def. 17) (i) B lies between A and C, or

(ii) C lies between B and A, or

(iii) A lies between C and B.

Let us consider X. We say that X lies on the line passing through A and B
if and only if

(Def. 18) (i) A 6= B, and

(ii) B lies between A and X or X lies between B and A or A lies between
X and B.

Let us consider Y. We say that the line passing through A and B is equal to
the line passing through X and Y if and only if

(Def. 19) (i) A 6= B, and

(ii) X 6= Y, and

(iii) for every C, C lies on the line passing through A and B iff C lies on
the line passing through X and Y.

Now we state the propositions:

(38) If A 6= B and A 6= X and X lies on the line passing through A and B

and C lies on the line passing through A and B, then C lies on the line
passing through A and X. The theorem is a consequence of (16), (6), (11),
(5), (37), (21), (29), and (19).

(39) If A 6= B and A 6= X and X lies on the line passing through A and B,
then the line passing through A and B is equal to the line passing through
A and X. The theorem is a consequence of (38) and (16).

Let us assume that A 6= B. Now we state the propositions:

(40) the line passing through A and B is equal to the line passing through A
and B.

(41) the line passing through A and B is equal to the line passing through B
and A. The theorem is a consequence of (16).

Now we state the propositions:

(42) Suppose A 6= B and C 6= D and the line passing through A and B is
equal to the line passing through C and D. Then the line passing through
C and D is equal to the line passing through A and B.

(43) Suppose A 6= B and C 6= D and E 6= F and the line passing through A

and B is equal to the line passing through C and D and the line passing
through C and D is equal to the line passing through E and F . Then
the line passing through A and B is equal to the line passing through E

and F .

(44) If X lies on the line passing through A and B and the line passing
through A and B is equal to the line passing through C and D, then X

lies on the line passing through C and D.
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(45) If A 6= B and B 6= Y and Y lies on the line passing through A and B,
then the line passing through A and B is equal to the line passing through
Y and B. The theorem is a consequence of (41) and (39).

(46) Suppose A 6= B and X 6= Y and A lies on the line passing through X

and Y and B lies on the line passing through X and Y. Then the line
passing through X and Y is equal to the line passing through A and B.
The theorem is a consequence of (41), (39), and (45).

4. Construction of the Euclidean Example

The functor Tarski0Space yielding a metric Tarski structure is defined by
the term

(Def. 20) The naturally generated Tarski extension of �.

Note that Tarski0Space is reflexive symmetric and non empty.
Let M be a non empty metric structure. We say that M is close-everywhere

if and only if

(Def. 21) Let us consider elements A, B of M. Then ρ(A,B) = 0.

Let us note that Tarski0Space is close-everywhere and Tarski0Space satisfies
the axiom of congruence symmetry, the axiom of congruence equivalence rela-
tion, the axiom of segment construction, the axiom of SAS, and the axiom of
Pasch.

The functor TarskiSpace yielding a metric Tarski structure is defined by the
term

(Def. 22) The naturally generated Tarski extension of the metric space of real
numbers.

One can check that TarskiSpace is non empty and TarskiSpace is reflexive
symmetric and discernible and every element of TarskiSpace is real and every
element of the metric space of real numbers is real.

Now we state the proposition:

(47) Let us consider elements A, B, C of the metric space of real numbers.
If B ∈ [A,C], then B is between A and C. The theorem is a consequence
of (3).

Let us observe that TarskiSpace satisfies the axiom of congruence symmetry,
the axiom of congruence equivalence relation, the axiom of congruence identity,
the axiom of segment construction, and the axiom of betweenness identity.
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[7] Wolfram Schwabhäuser, Wanda Szmielew, and Alfred Tarski. Metamathematische Me-
thoden in der Geometrie. Springer-Verlag, Berlin, Heidelberg, New York, Tokyo, 1983.

[8] Alfred Tarski and Steven Givant. Tarski’s system of geometry. Bulletin of Symbolic Logic,
5(2):175–214, 1999.

[9] Wojciech A. Trybulec. Axioms of incidence. Formalized Mathematics, 1(1):205–213, 1990.
[10] Zinaida Trybulec. Properties of subsets. Formalized Mathematics, 1(1):67–71, 1990.
[11] Edmund Woronowicz. Relations and their basic properties. Formalized Mathematics, 1

(1):73–83, 1990.

Received June 16, 2014

http://fm.mizar.org/1990-1/pdf1-1/funct_2.pdf
http://fm.mizar.org/1990-1/pdf1-1/zfmisc_1.pdf
http://fm.mizar.org/1990-1/pdf1-3/metric_1.pdf
http://fm.mizar.org/1990-1/pdf1-1/incsp_1.pdf
http://fm.mizar.org/1990-1/pdf1-1/subset_1.pdf
http://fm.mizar.org/1990-1/pdf1-1/relat_1.pdf


Special Issue: 25 years of the Mizar Mathematical Library

FORMALIZED MATHEMATICS

Vol. 22, No. 2, Pages 177–178, 2014
DOI: 10.2478/forma-2014-0018 degruyter.com/view/j/forma

A Note on the Seven Bridges of Königsberg
Problem

Adam Naumowicz
Institute of Informatics
University of Białystok

Sosnowa 64, 15-887 Białystok
Poland

Summary. In this paper we account for the formalization of the seven
bridges of Königsberg puzzle. The problem originally posed and solved by Euler
in 1735 is historically notable for having laid the foundations of graph theory, cf.
[7]. Our formalization utilizes a simple set-theoretical graph representation with
four distinct sets for the graph’s vertices and another seven sets that represent
the edges (bridges). The work appends the article by Nakamura and Rudnicki [10]
by introducing the classic example of a graph that does not contain an Eulerian
path.

This theorem is item #54 from the “Formalizing 100 Theorems” list mainta-
ined by Freek Wiedijk at http://www.cs.ru.nl/F.Wiedijk/100/ .
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The notation and terminology used in this paper have been introduced in the
following articles: [11], [2], [8], [3], [4], [9], [10], [6], [1], [13], [12], and [5].

The functors: KVertices and KEdges yielding sets are defined by terms,

(Def. 1) {0, 1, 2, 3},
(Def. 2) {10, 20, 30, 40, 50, 60, 70},

respectively. The functors: KSource and KTarget yielding functions from KEdges
into KVertices are defined by terms,

(Def. 3) {〈〈10, 0〉〉, 〈〈20, 0〉〉, 〈〈30, 0〉〉, 〈〈40, 1〉〉, 〈〈50, 1〉〉, 〈〈60, 2〉〉, 〈〈70, 2〉〉},
(Def. 4) {〈〈10, 1〉〉, 〈〈20, 2〉〉, 〈〈30, 3〉〉, 〈〈40, 2〉〉, 〈〈50, 2〉〉, 〈〈60, 3〉〉, 〈〈70, 3〉〉},

respectively. The functor KönigsbergBridges yielding a graph is defined by the
term
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(Def. 5) 〈KVertices,KEdges,KSource,KTarget〉.
Let us observe that KönigsbergBridges is finite and connected.
Let us consider a vertex v of KönigsbergBridges. Now we state the proposi-

tions:

(1) If v = 0, then the degree of v = 3. Proof: EdgesIn v = ∅ by [3, (1)].
EdgesOut v = {10, 20, 30} by [3, (1)]. The degree of v = 3 by [10, (24)]. �

(2) If v = 1, then the degree of v = 3. Proof: EdgesIn v = {10} by [3, (1)].
EdgesOut v = {40, 50} by [3, (1)]. The degree of v = 3 by [10, (24)]. �

(3) If v = 2, then the degree of v = 5. Proof: EdgesIn v = {20, 40, 50} by
[3, (1)]. EdgesOut v = {60, 70} by [3, (1)]. The degree of v = 5 by [10,
(24)]. �

(4) If v = 3, then the degree of v = 3. Proof: EdgesIn v = {30, 60, 70} by
[3, (1)]. EdgesOut v = ∅ by [3, (1)]. The degree of v = 3 by [10, (24)]. �

Now we state the propositions:

(5) Seven Bridges of Königsberg:
There exists no path p of KönigsbergBridges such that p is cyclic and
Eulerian. The theorem is a consequence of (1).

(6) There exists no path p of KönigsbergBridges such that p is non cyclic
and Eulerian. The theorem is a consequence of (4), (1), and (2).
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Summary. Let us recall that a topological space M is a topological ma-
nifold if M is second-countable Hausdorff and locally Euclidean, i.e. each point
has a neighborhood that is homeomorphic to an open ball of En for some n.
However, if we would like to consider a topological manifold with a boundary,
we have to extend this definition. Therefore, we introduce here the concept of a
locally Euclidean space that covers both cases (with and without a boundary),
i.e. where each point has a neighborhood that is homeomorphic to a closed ball
of En for some n.

Our purpose is to prove, using the Mizar formalism, a number of properties
of such locally Euclidean spaces and use them to demonstrate basic properties of
a manifold. Let T be a locally Euclidean space. We prove that every interior point
of T has a neighborhood homeomorphic to an open ball and that every boundary
point of T has a neighborhood homeomorphic to a closed ball, where additionally
this point is transformed into a point of the boundary of this ball. When T is
n-dimensional, i.e. each point of T has a neighborhood that is homeomorphic to
a closed ball of En, we show that the interior of T is a locally Euclidean space
without boundary of dimension n and the boundary of T is a locally Euclidean
space without boundary of dimension n − 1. Additionally, we show that every
connected component of a compact locally Euclidean space is a locally Euclidean
space of some dimension. We prove also that the Cartesian product of locally
Euclidean spaces also forms a locally Euclidean space. We determine the interior
and boundary of this product and show that its dimension is the sum of the
dimensions of its factors. At the end, we present several consequences of these
results for topological manifolds. This article is based on [14].
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The notation and terminology used in this paper have been introduced in the
following articles: [30], [15], [19], [1], [10], [23], [24], [28], [11], [5], [12], [6], [7],
[29], [3], [4], [8], [26], [33], [25], [32], [20], [34], [13], [21], and [9].

1. Preliminaries

From now on n, m denote natural numbers.
Now we state the proposition:

(1) Let us consider a non empty topological space M , a point q of M , a
real number r, and a point p of EnT. Suppose r > 0. Let us consider a
neighbourhood U of q. Suppose M�U and Br(p) are homeomorphic. Then
there exists a neighbourhood W of q such that

(i) W ⊆ IntU , and

(ii) M�W and Tdisk(p, r) are homeomorphic.

2. Locally Euclidean Spaces

In the sequel M , M1, M2 denote non empty topological spaces.
Let us consider M . We say that M is locally Euclidean if and only if

(Def. 1) Let us consider a point p of M . Then there exists a neighbourhood U of
p and there exists n such that M�U and Tdisk(0EnT , 1) are homeomorphic.

Let us consider n. We say that M is n-locally Euclidean if and only if

(Def. 2) Let us consider a point p of M . Then there exists a neighbourhood U of
p such that M�U and Tdisk(0EnT , 1) are homeomorphic.

Observe that Tdisk(0EnT , 1) is n-locally Euclidean.
Note that there exists a non empty topological space which is n-locally Euc-

lidean.
Observe that every non empty topological space which is n-locally Euclidean

is also locally Euclidean.

3. Locally Euclidean Spaces With and Without a Boundary

Let M be a locally Euclidean non empty topological space. The functor
IntM yielding a subset of M is defined by

(Def. 3) Let us consider a point p of M . Then p ∈ it if and only if there exists a
neighbourhood U of p and there exists n such that M�U and B1(0EnT) are
homeomorphic.

Observe that IntM is non empty and open.
The functor FrM yielding a subset of M is defined by the term
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(Def. 4) (IntM)c.

Now we state the proposition:

(2) Boundary Points of Locally Euclidean Spaces:
Let us consider a locally Euclidean non empty topological space M and a
point p of M . Then p ∈ FrM if and only if there exists a neighbourhood
U of p and there exists a natural number n and there exists a function h

from M�U into Tdisk(0EnT , 1) such that h is a homeomorphism and h(p) ∈
Sphere(0EnT , 1). Proof: If p ∈ FrM , then there exists a neighbourhood
U of p and there exists a natural number n and there exists a function
h from M�U into Tdisk(0EnT , 1) such that h is a homeomorphism and
h(p) ∈ Sphere(0EnT , 1) by [34, (16)], [18, (25)], [6, (94)], [20, (18)]. �

4. Interior and Boundary of Locally Euclidean Spaces

Let M be a locally Euclidean non empty topological space. We say that M
is without boundary if and only if

(Def. 5) IntM = the carrier of M .

Let us consider n. Let us observe that B1(0EnT) is n-locally Euclidean and
B1(0EnT) is without boundary.

Let n be a non zero natural number. Let us observe that Tdisk(0EnT , 1) has
boundary.

Let us consider n. One can check that there exists an n-locally Euclidean
non empty topological space which is without boundary.

Let n be a non zero natural number. One can verify that there exists an
n-locally Euclidean non empty topological space which is compact and has bo-
undary.

LetM be a without boundary locally Euclidean non empty topological space.
Let us observe that FrM is empty.

Let M be a locally Euclidean non empty topological space with boundary.
Observe that FrM is non empty.

Let n be a zero natural number. Let us observe that every n-locally Euclidean
non empty topological space is without boundary.

Now we state the propositions:

(3) M is a without boundary locally Euclidean non empty topological space
if and only if for every point p of M , there exists a neighbourhood U of p
and there exists n such that M�U and B1(0EnT) are homeomorphic.

(4) Let us consider a locally Euclidean non empty topological space M with
boundary, a point p of M , and n. Suppose there exists a neighbourhood U
of p such thatM�U and Tdisk(0En+1

T
, 1) are homeomorphic. Let us consider

a point p1 of M�FrM . Suppose p = p1. Then there exists a neighbourhood
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U of p1 such that (M�FrM)�U and B1(0EnT) are homeomorphic. Proof:
Set n1 = n + 1. Set T1 = En1

T . Consider W being a neighbourhood of p
such that M�W and Tdisk(0T1 , 1) are homeomorphic. Set T2 = EnT. Set
S = Sphere(0T1 , 1). Set F = FrM . Set M4 = M�F . Consider U being a
neighbourhood of p, m being a natural number, h being a function from
M�U into Tdisk(0EmT , 1) such that h is a homeomorphism and h(p) ∈
Sphere(0EmT , 1). Reconsider I3 = IntU as a subset of M�U . Set M6 =
M�U . Reconsider F1 = F ∩ IntU as a non empty subset of M6. Consider
W being a subset of T1 such that W ∈ the topology of T1 and h◦I3 =
W ∩ ΩTdisk(0T1 ,1). Reconsider h14 = h(p) as a point of T1. Reconsider
H3 = h14 as a point of En1 . Consider s being a real number such that
s > 0 and Ball(H3, s) ⊆W . Set m = min( s2 ,

1
2). Set V0 = S ∩Ball(h14,m).

Set h9 = h−1(V0). h9 ⊆ F by [20, (9)], (2). Reconsider h8 = h◦F1 as a
subset of T1. V0 ⊆ h8. h8 ∩ Ball(h14,m) ⊆ V0 by [11, (67)], [34, (23)], [33,
(123)], [31, (5)]. �

LetM be a locally Euclidean non empty topological space. Note thatM� IntM
is locally Euclidean and M� IntM is without boundary.

Let M be a locally Euclidean non empty topological space with boundary.
Note that M�FrM is locally Euclidean and M�FrM is without boundary.

5. Cartesian Product of Locally Euclidean Spaces

Let N , M be locally Euclidean non empty topological spaces. Note that N×
M is locally Euclidean.

Let us consider locally Euclidean non empty topological spaces N , M . Now
we state the propositions:

(5) Int(N ×M) = IntN × IntM . Proof: Set N1 = N ×M . Set I2 = IntN .
Set I1 = IntM . IntN1 ⊆ I2×I1 by [9, (87)], (2), [20, (19)], [27, (19), (15)].
�

(6) Fr(N ×M) = ΩN × FrM ∪ FrN × ΩM . The theorem is a consequence
of (5).

Let N , M be without boundary locally Euclidean non empty topological
spaces. Let us observe that N ×M is without boundary.

Let N be a locally Euclidean non empty topological space and M be a locally
Euclidean non empty topological space with boundary. Note that N ×M has
boundary and M ×N has boundary.
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6. Fixed Dimension Locally Euclidean Spaces

Let us consider n. Let M be an n-locally Euclidean non empty topological
space. Observe that the functor IntM yields a subset of M and is defined by

(Def. 6) Let us consider a point p of M . Then p ∈ it if and only if there exists a
neighbourhood U of p such that M�U and B1(0EnT) are homeomorphic.

Let us note that the functor FrM yields a subset of M and is defined by

(Def. 7) Let us consider a point p of M . Then p ∈ it if and only if there exists
a neighbourhood U of p and there exists a function h from M�U into
Tdisk(0EnT , 1) such that h is a homeomorphism and h(p) ∈ Sphere(0EnT , 1).

Now we state the propositions:

(7) If M1 is locally Euclidean and M1 and M2 are homeomorphic, then M2

is locally Euclidean.

(8) If M1 is n-locally Euclidean and M2 is locally Euclidean and M1 and M2

are homeomorphic, then M2 is n-locally Euclidean.

Now we state the propositions:

(9) Topological Invariance of Dimension of Locally Euclidean
Spaces:
If M is n-locally Euclidean and m-locally Euclidean, then n = m.

(10) M is a without boundary n-locally Euclidean non empty topological
space if and only if for every point p of M , there exists a neighbourhood
U of p such that M�U and B1(0EnT) are homeomorphic. Proof: M is n-
locally Euclidean by [20, (16)], [16, (9)], [17, (21)], [34, (16)]. M is without
boundary. �

Let n, m be elements of N, N be an n-locally Euclidean non empty topolo-
gical space, and M be an m-locally Euclidean non empty topological space.

Dimension of the Cartesian Product of Locally Euclidean Spa-
ces: N ×M is (n+m)-locally Euclidean.

Let us consider n. Let M be an n-locally Euclidean non empty topological
space.

Dimension of the Interior of Locally Euclidean Spaces: M� IntM
is n-locally Euclidean as a non empty topological space.

Let n be a non zero natural number and M be an n-locally Euclidean non
empty topological space with boundary.

Dimension of the Boundary of Locally Euclidean Spaces:M�FrM
is (n−′ 1)-locally Euclidean as a non empty topological space.
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7. Connected Components of Locally Euclidean Spaces

Now we state the proposition:

(11) Let us consider a compact locally Euclidean non empty topological space
M and a subset C of M . Suppose C is a component. Then

(i) C is open, and

(ii) there exists n such that M�C is an n-locally Euclidean non empty
topological space.

Proof: Define P[point of M, subset of M ] ≡ $2 is a neighbourhood of $1

and there exists n such that M�$2 and Tdisk(0EnT , 1) are homeomorphic.
Consider p being an object such that p ∈ C. For every point x of M , there
exists an element y of 2α such that P[x, y], where α is the carrier of M .
Consider W being a function from M into 2(the carrier of M) such that for
every point x of M , P[x,W (x)] from [7, Sch. 3]. Reconsider M3 = M�C
as a non empty connected topological space. Define D[object, object] ≡
$2 ∈ C and for every subset A of M such that A = W ($2) holds IntA = $1.
Set I5 = {IntU , where U is a subset of M : U ∈ rng(W �C)}. I5 ⊆ 2α,
where α is the carrier of M . Reconsider R = I5 ∪ {Cc} as a family of
subsets of M . For every subset A of M such that A ∈ R holds A is open
by [9, (136)]. For every subset A of M such that A ∈ rngW holds A is
connected and IntA is not empty by [33, (113)], [23, (14)]. The carrier
of M ⊆

⋃
R by [33, (57)], [6, (47)], [9, (136)]. Consider R1 being a family

of subsets of M such that R1 ⊆ R and R1 is a cover of M and R1 is
finite. Set R2 = R1 \ {Cc}. Consider x1 being a set such that p ∈ x1 and
x1 ∈ R2. For every set x, x ∈ C iff there exists a subset Q of M such that
Q is open and Q ⊆ C and x ∈ Q by [34, (16)], [22, (16)].

⋃
R2 ⊆ C by [9,

(56), (136)], [34, (16)], [6, (47)]. For every object x such that x ∈ R2 there
exists an object y such that D[x, y] by [9, (56), (136)], [6, (47)]. Consider
c being a function such that dom c = R2 and for every object x such that
x ∈ R2 holds D[x, c(x)] from [2, Sch. 1]. Reconsider c3 = c(x1) as a point of
M . Consider n such that M�W (c3) and Tdisk(0EnT , 1) are homeomorphic.

Define P[natural number] ≡ if $1 ¬ R2 , then there exists a family R3

of subsets of M such that R3 = $1 and R3 ⊆ R2 and
⋃

(W ◦(c◦R3)) is a
connected subset of M and for every subsets A, B of M such that A ∈ R3

and B = W (c(A)) holds M�B and Tdisk(0EnT , 1) are homeomorphic. For
every natural number k such that P[k] holds P[k+1] by [3, (13), (44)], [1,
(68)], [9, (56), (136), (74)]. P[0] by [9, (2)]. For every natural number k,
P[k] from [3, Sch. 2]. For every point p of M3, there exists a neighbourhood
U of p such that M3�U and Tdisk(0EnT , 1) are homeomorphic by [34, (16)],
[22, (16), (28)], [34, (22)]. �
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Let us consider a compact locally Euclidean non empty topological space
M . Now we state the propositions:

(12) There exists a partition P of the carrier of M such that for every subset
A of M such that A ∈ P holds A is open and a component and there
exists n such that M�A is an n-locally Euclidean non empty topological
space. Proof: Set P = {the component of p, where p is a point of M :
not contradiction}. P ⊆ 2α, where α is the carrier of M . The carrier of
M ⊆

⋃
P by [23, (38)]. For every subset A of M such that A ∈ P holds

A 6= ∅ and for every subset B of M such that B ∈ P holds A = B or A
misses B by [23, (42)]. �

(13) If M is connected, then there exists n such that M is n-locally Euclidean.
The theorem is a consequence of (11) and (8).

8. Topological Manifold

Let us consider n. Observe that there exists a non empty topological space
which is second-countable, Hausdorff, and n-locally Euclidean.

A topological manifold is a second-countable Hausdorff locally Euclidean non
empty topological space. Let us consider n. Let M be a topological manifold.
We introduce M is n-dimensional as a synonym of M is n-locally Euclidean.

Note that there exists a topological manifold which is n-dimensional and
without boundary.

Let n be a non zero natural number. Note that there exists a topological
manifold which is n-dimensional and compact and has boundary.

Let M be a topological manifold. Let us observe that every non empty
subspace of M is second-countable and Hausdorff.

Let M1, M2 be topological manifolds. Observe that M1 × M2 is second-
countable and Hausdorff.
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